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Introduction

Let K be a compact Lie group and LK := C

1

(S

1

;K) the group of smooth loops

with values in K. This is a group under pointwise multiplication and it carries the

structure of a Lie group modeled over the Fr�echet space Lk := C

1

(S

1

; k) of smooth

loops with values in the Lie algebra of k. These notes grew out of a reworking of

the proof of the Borel{Weil theory for loop groups as it is presented in the book

of Pressley and Segal ([PS86]). Our main objective is to develop the techniques

which are relevant for this theory in the setting of the Fr�echet groups of smooth

loops from an analytic point of view. We will describe an intrinsic construction of

the irreducible positive energy representations which does not refer to embeddings

of loop groups into in�nite-dimensional classical Banach Lie groups as in [GW84]

and [Ner83]. For an algebraic version of a Borel{Weil Theorem for general Kac{

Moody groups, considered as algebraic groups of in�nite type, we refer to [Ka85b,

p. 192]. Generalizations of Bott{Borel{Weil theory to direct limits of Lie groups

are discussed in [NRW99]. A realization of the spin representation of the group
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(1; C ) in a Fr�echet space of holomorphic sections is constructed by Neretin in

[Ner87].

In Section I we recall some basic notation from the theory of compact groups

and their Lie algebras. In Section II we brie
y discuss the loop group LK, where

K is a compact group, its complexi�cation and certain central extensions. We then

turn to the root decomposition of the loop algebra Lk in Section III, and in Section

IV we discuss some general aspects of the representation theory of loop groups.

Section V is dedicated to some rather general constructions of representations of

involutive semigroups on pre-Hilbert spaces. We include this material to make the

construction of a certain (pre-)Hilbert space of holomorphic functions in Section

VI more transparent. The heart of this article is Section VI, where we explain how

the �nite-dimensional Borel{Weil theory can be extended to loop groups. The basic

idea is that the irreducible representations of positive energy (maybe after passing

to a dense subspace) can be realized as the holomorphic sections of a certain line

bundle over a complex homogeneous space of LK. Then the parametrization of

these representations is derived from a characterization of those line bundles which

have non-zero holomorphic sections. Finally we discuss in Section VII how these

constructions can be used to analyze more general positive energy representations.

I. Compact groups

In this section we collect the basic material concerning compact groups that we

will need in the following. In particular we introduce the notation that will be used

later on.

In the following we will write S

1

:= R=2�Zfor the circle as a real smooth

manifold. If the circle is considered as a group, we will write T:= R=2�Z.

Let k be a compact Lie algebra and t � k be a Cartan subalgebra. Then the

set ad t is commutative and diagonalizable on the complexi�cation k

C

of k. Thus

we obtain the root decomposition

k

C

= t

C

�

M

�2�

k

k

�

C

;

where

k

�

C

= fX 2 k

C

: (8Y 2 t)[Y;X] = i�(Y )Xg and �

k

= f� 2 t

�

n f0g: k

�

C

6= f0gg:

Let K be a connected Lie group with Lie algebra k and T := exp t the

subgroup corresponding to t. If K is compact, then T is a maximal torus in K.

We identify the character group

b

T := Hom(T;T) with a subset of t

�

by associating

to each continuous character �:T ! T the linear functional � = �id�(1) 2 t

�

satisfying

(1:1) �(expX) = e

i�(X)
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for all X 2 t. Since the Lie algebra t of T can be identi�ed with the set of

one-parameter subgroups R! T we can in particular identify the group

�

T :=

Hom(T; T ) with a subset of t by associating to each 
 2

�

T the uniquely deter-

mined element X




2 t with


(�) = exp(�X




)

for all � 2 T

�

=

R=(2�Z). In this sense we obtain the identi�cation

�

T

�

=

fX 2 t: exp(2�X) = 1g:

An important tool which will also be crucial in the in�nite-dimensional setting

are certain subalgebras of k which are isomorphic to the three-dimensional compact

Lie algebra su(2)

�

=

so(3;R). Let � 2 �

k

and X 7! X denote complex conjugation

on k

C

. Then we choose for each � 2 �

k

an element e

�

2 k

�

C

in such a way that

e

��

= e

�

and put ih

�

:= [e

�

; e

��

]. Here h

�

2 t \ [k

�

C

; k

��

C

] is uniquely determined

by the requirement that �(h

�

) = 2 and called the coroot associated to �. We then

have

[h

�

; e

��

] = �2ie

��

:

We call (e

�

; e

��

; h

�

) a basic su

2

-triple. This is justi�ed by the fact that

k(�) := Rh

�

+R(e

�

+ e

��

) +Ri(e

�

� e

��

)

is a subalgebra of k isomorphic to su(2). For k = su(2) the corresponding basis

elements are given by

e

�

=

�

0 1

0 0

�

; e

��

=

�

0 0

�1 0

�

; and h

�

=

�

i 0

0 �i

�

:

Lemma I.1. If � is an invariant C -bilinear form on k

C

, then 2�(e

�

; e

��

) =

�(h

�

; h

�

):

Proof. The invariance of � implies that

2�(e

�

; e

��

) = �(�i[h

�

; e

�

]; e

��

) = �i�(h

�

; [e

�

; e

��

]) = �(h

�

; h

�

):

II. Loop groups and their central extensions

Before we turn to the speci�c case of the loop group of a compact group, we

�rst study the Fr�echet{Lie group structure on the group C

1

(M;G), where G is a

�nite-dimensional Lie group and M is a compact manifold.
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Groups of smooth maps

Theorem II.1. If M is a compact manifold, then the group

D(M;G) := C

1

(M;G)

is a Fr�echet{Lie group and its Lie algebra is D(M; g) := C

1

(M; g) endowed with

its natural Fr�echet structure. The exponential function

exp:D(M; g)!D(M;G); 
 7! exp �


is a smooth map which maps a 0-neighborhood in D(M; g) di�eomorphically onto a

0-neighborhood in the group D(M;G), and we have the Trotter-Product-Formula:

exp(
 + �) = lim

n!1

�

exp

�

1

n




�

exp

�

1

n

�

�

�

n

:

If, in addition, G is a complex Lie group, then D(M;G) is a complex Lie

group and the exponential function is holomorphic.

Proof. First we note that the spaces D(M; g) are nuclear Fr�echet spaces (cf.

[Alb93, Sect. 1.2]). The topology de�ned on these spaces is the same as the topology

described in [Ne00a, Sect. II].

Next we have to describe the manifold structure on D(M;G). In [Alb93] it is

shown how D(M;G) can be given the structure of a topological group such that the

exponential function exp:D(M; g) ! D(M;G) is a local homeomorphism. Hence

D(M;G) carries the structure of a topological manifold modeled over the complete

locally convex space D(M; g).

Let U � g be an open convex 0-neighborhood such that the exponential

function exp:U ! exp(U ) � G is a di�eomorphism and the Campbell{Hausdor�

series

X � Y = X + Y +

1

2

[X;Y ] + : : :

converges for X;Y 2 U . Let further V � U be a symmetric 0-neighborhood with

V � V � U . Then we obtain charts

'

g

:D(M;V )!D(M;G); 
 7! g � (exp �
):

Suppose that two chart neighborhoods g exp

�

D(M;V )

�

and h exp

�

D(M;V )

�

in-

tersect. Then

g

�1

h 2 exp

�

D(M;V )

�

exp

�

D(M;V )

�

�1

= exp

�

D(M;V ) � D(M;V )

�

� exp

�

D(M;V � V )

�

� exp

�

D(M;U )

�

:
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Let g

�1

h = exp ��, � 2 D(M;U ). Then

'

�1

g

'

h

(�) = (exp j

U

)

�1

�

g

�1

h exp ��

�

= (exp j

U

)

�1

�

exp �� � exp ��

�

= (exp j

U

)

�1

�

exp �(� � �)

�

= � � �:

The mapping

�

�

�

:M � V ! U; (p;X) 7! �(p) �X

is smooth. Therefore Corollary III.8 in [Ne00a] shows that � 7! � � �;D(M;V )!

D(M;U ) is smooth. This proves that the charts '

g

, g 2 D(M;G), have smooth

transition functions, hence de�ne the structure of a smooth manifold on D(M;G).

Applying [Ne00a, Cor. III.8] to the Campbell{Hausdor� multiplication

V � V ! U; (X;Y ) 7! X � Y = X + Y +

1

2

[X;Y ] + : : : ;

we see that the map

D(M;V ) �D(M;V )!D(M;U ); (�; �) 7! � � �

is smooth. Moreover, � 7! �� is a smooth involution of D(M;U ). From that it

easily follows that multiplication and inversion in D(M;G) are smooth mappings,

i.e., that D(M;G) is a Lie group.

To see that the exponential function is smooth, let 
 2 D(M; g). Then there

exists an open 0-neighborhood C � g such that exp

�

� 
(p)

�

exp

�


(p) + X

�

2

exp(U ) for all X 2 C. We put

f :M �C ! g; (p;X) 7! (exp j

U

)

�1

�

exp

�

� 
(p)

�

exp

�


(p) +X

�

�

For � 2 D(M;C) we now have

'

�1

exp �


�

exp �(
 + �)

�

= f � (id

M

; �):

Hence the smoothness of this map follows from [Ne00a, Prop. III.7], and we con-

clude that the exponential function is smooth.

To prove the Trotter-Product-Formula, we consider the analytic map

f :U � U�]� 1; 1[! g; (X;Y; t) 7!

�

1

t

(tX � tY ) for t 6= 0

X + Y for t = 0.

Note that the analyticity follows from the fact that if X �Y =

P

1

n=1

h

n

(X;Y ) de-

notes the expansion of the Campbell{Hausdor� product into homogeneous terms,

then

f(X;Y; t) =

1

X

n=1

t

2n�1

h

n

(X;Y ):
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Using [Ne00a, Cor. III.8], we see that the map

C

1

(M;U )�C

1

(M;U )�C

1

(M; ]�1; 1[)! C

1

(M; g); (�; �; 
) 7! f � (�; �; 
)

is smooth and therefore in particular continuous. Fixing � and �, we conclude that

(2:1) �+ � = lim

n!1

f � (�; �;

1

n

)

holds in C

1

(M; g). Now the Trotter-Product-Formula is proved as follows. For


; � 2 C

1

(M; g) we use the compactness of M to �nd m 2 N with

1

m


;

1

m

� 2

C

1

(M;U ). Then

exp(
 + �) = exp

�

1

m


 +

1

m

�

�

m

;

and we can apply (2.1) to the right hand side.

If, in addition, G is a complex Lie group, then transition functions, mul-

tiplication and inversion are smooth maps with complex linear di�erentials, i.e.,

holomorphic (cf. [Ne00a, Sect. I]). Thus D(M;G) is a complex Lie group with

holomorphic exponential function.

Remark II.2. The curves R!D(M;G); t 7! exp(t
) are one-parameter groups

and the curves t 7! g exp(t
) are integral curves of the left invariant vector �eld

corresponding to the element 
 2 D(M; g).

Corollary II.3. If G is a connected �nite-dimensional Lie group, then the loop

group LG := C

1

(S

1

; G) is a Fr�echet{Lie group and Lg := C

1

(S

1

; g) its Lie

algebra. If, in addition, G is a complex Lie group, then the same holds for LG.

Remark II.4. The groups described in Theorem II.1 are special cases of the

groups D(M;G) discussed in [Alb93], where G is a connected Lie group and M a

not necessarily compact manifold. Here D(M;G) � C

1

(M;G) denotes the sub-

group of those smooth functions having compact support in the sense that the

set fm 2 M : f(m) 6= 1g has compact closure in M . This group is topologized as

a topological group locally homeomorphic to the space D(M; g) of g-valued test

functions which is a nuclear LF space.

The representation theory of these groups seems to be much more involved

if M is non-compact because in this case it is not clear whether D(M;G) is a

K-space, i.e., functions on D(M;G) are continuous if they are continuous on all

compact subsets. This makes it harder to put complete topologies on function

spaces on these groups (cf. [Ne00a, Sect. III]).
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Central extensions of loop groups

In this section K denotes a compact connected Lie group. We write LK =

C

1

(S

1

;K) for the associated loop group, i.e., the group of all smooth maps with

values in K, where the group structure is given by pointwise multiplication. First

we discuss this group as an in�nite-dimensional Lie group modeled on a Fr�echet

space in the sense of Section I in [Ne00a].

As before, we identify S

1

with R=2�Z, hence identify functions on S

1

with

2�-periodic functions on R.

To each K-invariant symmetric bilinear form � on k we associate the skew-

symmetric bilinear form on Lk given by

!(�; �) :=

1

2�

Z

2�

0

�

�

�(�); �

0

(�)

�

d �:

If � is k-invariant, then ! is a cocycle, hence de�nes a central extension

(2:2) f0g ! R!

e

Lk ! Lk ! f0g;

where

e

Lk = Lk�R is endowed with the bracket

[(�; s); (�; t)] =

�

[�; �]; !(�; �)

�

(cf. [PS86, p. 39]). IfK is simply connected, then a corresponding central extension

(2:3) f1g !T

c

�

=

T����!

e

LK

q

����!LK ! f1g

exists if and only if

(2:4) �(h

�

; h

�

) 2 2Z

(cf. Section I for the notation) is satis�ed for all roots � 2 �

k

(see Theorem II.5

below). For a discussion of the case where K is not simply connected we refer to

[PS86, p.55].

The group T

r

:=Tacts by rotating loops 
 2 LK via

(R

�

:
)(t) = 
(t � �):

Since the cocycle ! on Lk is invariant under this action, this action lifts to an

action by automorphisms on

e

LK and we obtain a semidirect product group

b

LK :=

T

r

n

e

LK which is a central extension of the semidirect product L

r

K :=T

r

nLK.

(Corollary II.20 below). Its Lie algebra

b

Lk is a semidirect sum t

r

n

e

Lk, where t

r

denotes the Lie algebra of the group T

r

.
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We identify the group K with the subgroup of constant loops in LK and

accordingly k with a Lie subalgebra of Lk. The triviality of the cocycle ! on k

implies that the Lie algebra k lifts to a subalgebra (also denoted k) of

e

Lk. If K is

simply connected, then we conclude that there exists a continuous homomorphism

K !

e

LK which is injective because q maps the image isomorphically to the group

K of constant loops. Thus we can identify K with a subgroup of the central

extension

e

LK.

If k

C

is the complexi�cation of k and � denotes the complex bilinear extension

of the bilinear form on k, then the complex bilinear extension of ! to Lk

C

is given

by the same formula and de�nes a central extension

(2:5) f0g ! (t

c

)

C

�

=

C !

e

Lk

C

! Lk

C

! f0g:

If � satis�es condition (2.4) and K is simply connected, then we use Theorem II.5

to see that we also obtain a central extension on the level of the complex groups,

where the homomorphisms are holomorphic:

(2:6) f1g ! (T

c

)

C

�

=

C

�

����!

e

LK

C

q

����!LK

C

! f1g

(cf. also [PS86, p.90] and the remarks at the end of Section II.3 in [Wu00]). By the

same argument as above, we see that K

C

can be realized as a subgroup of

e

LK

C

.

Appendix IIa: Central extensions and semidirect products

In this appendix we use the results on central extensions of general in�nite-

dimensional Lie groups in [Ne00b] to derive the existence of the central extensions

e

LK and

e

LK

C

, and also the existence of the semidirect product Lie group

b

LK

�

=

T

r

n

e

LK discussed above.

Theorem II.5. If K is a compact simple simply connected Lie group and

�: k � k ! R an invariant symmetric bilinear form with �(h

�

; h

�

) 2 2Zfor all

� 2 �

k

, then the 2-cocycle

!(�; �) :=

1

2�

Z

2�

0

�(�(t); �

0

(t)) dt

of the Lie algebra Lk corresponds to a central group extension

T

�

=

R=2�Z,!

e

LK !! LK:

In this case we also obtain a central extension of complex Lie groups

T

C

�

=

C

�

,!

e

LK

C

!! LK

C

:

9



Proof. Since the second homotopy group of a �nite-dimensional Lie group K

vanishes, we have

�

0

(K) = �

1

(K) = �

2

(K) = f1g and �

3

(K)

�

=

Z

([Mi95, Ths. 3.7 and 3.9]). With 
K := f
 2 LK: 
(0) = 1g we have a semidirect

decomposition LK

�

=


K oK, so that

�

k

(
K)

�

=

�

k+1

(K); k 2 N

0

(cf. [Br93, Cor. VII.4.4]) leads to

�

k

(LK) = �

k

(
K oK)

�

=

�

k

(
K) � �

k

(K)

�

=

�

k+1

(K)� �

k

(K);

so that LK is connected and simply connected with �

2

(LK)

�

=

Z. Therefore we

have to show that the left invariant 2-form 
 on LK with 


1

= ! satis�es

Z

S

2




�


 2 2�Z;

where 
:S

2

! LK is a smooth representative of a generator of �

2

(LK) (cf. [Ne00b,

Ths. IV.12(b) and V.7]). Since the inclusion K ,! K

C

is a homotopy equivalence,

the same holds for the inclusion LK ,! LK

C

, so that the condition for the existence

of a central extension of the complex group LK

C

is the same.

Next we prove the proposition for the special case K = SU(2)

�

=

S

3

. On

the Lie algebra k = su(2) we consider the operator norm corresponding to the

complex euclidean norm on C

2

. On su(2) this norm is given by the scalar product

1

2

�(x; y) := �

1

2

tr(xy) (note that the unit balls in su(2) are invariant under the

adjoint action, hence euclidean balls). Let B

3

� su(2) denote the closed unit ball

and idenitfy S

2

with @B

3

. We consider the smooth map


:S

2

! L SU(2); 
(x)(t) := e

tx

= exp(tx):

It is easy to see that kxk = 1 for x 2 su(2) leads to e

2�x

= 1. The mapS

3

! SU(2)

corresponding to 
 is induced by B

3

! SU(2); x 7! e

2�x

, which maps @B

3

to 1,

hence leads to a mapS

3

! SU(2). It is not hard to verify (counting inverse images

of points) that this map is of degree 2, hence its homotopy class corresponds to the

element 2 2Z

�

=

�

3

(SU(2)). Now the isomorphism �

3

(SU(2))

�

=

�

2

(L SU(2)) from

above implies that [
] = 2 2 Z

�

=

�

2

(L SU(2)). We claim that the left invariant

2-form 
 on L SU(2) satis�es

Z

S

2




�


 = 4�:

To facilitate this computation, we �rst observe that the Lie algebra cocycle ! on

Lsu(2) is Ad(SU(2))-invariant, so that 
 on L SU(2) is invariant under conjugation

by SU(2). For g 2 SU(2) we further have 
(Ad(g):x) = g
(x)g

�1

, showing that

10






�


 is an invariant 2-form on S

2

, hence determined by the value in a �xed element

x

0

.

In su(2) there exist elements y

0

; z

0

with the brackets

[x

0

; y

0

] = 2z

0

; [x

0

; z

0

] = �2y

0

and [y

0

; z

0

] = 2x

0

and such that (x

0

; y

0

; z

0

) is an orthonormal basis with respect to �. We have to

evaluate

(


�


)(x

0

)(y

0

; z

0

) = 
(
(x

0

))(d
(x

0

):y

0

; d
(x

0

):z

0

):

Writing �

g

(x) := gx for group elements, the element

d
(x

0

):y

0

2 T


(x

0

)

(L SU(2))

is given by

(d
(x

0

):y

0

)(t) = d exp(tx

0

)(ty

0

) = d�

exp(tx

0

)

(1)f(ad tx

0

):ty

0

;

where f is the holomorphic function given by f(z) =

1�e

�z

z

. With

�(t) := f(ad tx

0

):ty

0

and �(t) := f(ad tx

0

):tz

0

we therefore obtain

(


�


)(x

0

)(y

0

; z

0

) = !(�; �):

We compute

�(t) = f(ad tx

0

):ty

0

=

1� e

� ad tx

0

ad tx

0

:ty

0

=

1� cosh(ad tx

0

)

ad tx

0

:ty

0

+

sinh(ad tx

0

)

ad tx

0

:ty

0

=

cos(2t) � 1

2

z

0

+

sin(2t)

2

y

0

:

Applying

1

2

adx

0

, we also get

�(t) = f(ad tx

0

):tz

0

=

1� cos(2t)

2

y

0

+

sin(2t)

2

z

0

;

and hence

�

0

(t) = sin(2t)y

0

+ cos(2t)z

0

:

This leads to

�(�(t); �

0

(t)) = sin

2

(2t) +

�

cos

2

(2t)� cos(2t)

�

= 1� cos(2t):

11



Integration of this expression leads to

!(�; �) =

1

2�

Z

2�

0

�(�(t); �

0

(t)) dt = 1:

This proves that 


�


 is the volume form on S

2

, and hence that

Z

S

2




�


 = vol(S

2

) = 4�;

which, in view of [
] = 2 2Z

�

=

�

2

(LK), we had to show.

Let � 2 �

k

be a long root and k(�) � k the corresponding su(2)-subalgebra

(cf. Section I). Then the corresponding homomorphism inclusion SU(2)

�

=

S

3

! K

represents a generator of �

3

(K) ([Bo58]), so that the corresponding map




�

:S

2

! LK

represents twice a generator of �

2

(LK). Therefore the preceding calculation shows

that for � on k as above, we get

Z

S

2




�

�


 = 2� � �(h

�

; h

�

) 2 4�Z

if and only if �(h

�

; h

�

) 2 2Zholds for one and hence for all long roots �.

If � 2 �

k

is a short root, then h

�

is a long coroot, so that �(h

�

; h

�

) 2

N�(h

�

; h

�

) � 2Z. Therefore the requirement that �(h

�

; h

�

) 2 2Zholds for all

long roots is equivalent to the same requirement for all roots.

Appendix IIb: Smoothness of group actions

We consider the rotation action T

r

� LK ! LK. In view of Theorem III.5

in [Ne00a], the action of T

r

on Lk is smooth. Now we also show that the action on

LK is smooth.

Lemma II.6. Let M be a compact manifold, K a �nite-dimensional Lie group

and G � M ! M a smooth Lie group action on M . Then the action of G on

C

1

(M;K) given by (g:f)(x) := f(g

�1

:x) is smooth.

Proof. Step 1: In view of Theorem III.5 in [Ne00a], the action of G on the

Fr�echet space C

1

(M; k) is smooth. Since the exponential function of C

1

(M;K)

is a local di�eomorphism around 0, we obtain an open 1-neighborhood U � K

such that the action of G on C

1

(M;U ) is smooth.

Step 2: Fix f 2 C

1

(M;K) and write �:G�M !M for the smooth action

map. We claim that G ! C

1

(M;K); g 7! g:f is a smooth map. Since each

12



g 2 G acts by a di�eomorphism on C

1

(M;K), it su�ces to verify smoothness

in a neighborhood of 1. The smoothness of the left multiplications on C

1

(M;K)

shows that it even su�ces to show that the map g 7! f

�1

� (g:f) is smooth in

a neighborhood of 1. Since M is compact, f is uniformly continuous, and there

exists an open neighborhood U of 1 in G and an open neighborhood V of 0 in k

such that exp j

V

k

:V

k

! exp(V

k

) is a di�eomorphism and f(x)

�1

f(g

�1

:x) 2 exp(V

k

)

holds for all g 2 U and x 2M . Now it su�ces to see that the map

U ! C

1

(k); g 7! (exp j

V

k

)

�1

(f(x)

�1

f(g

�1

:x))

is smooth, which follows from Theorem III.4 in [Ne00a]. This completes the proof

of Step 2.

Step 3: For f 2 C

1

(M;K) the set f �C

1

(M;U ) is an open neighborhood of

f , and the arguments above show that the map

G�

�

f �C

1

(M;U )

�

! C

1

(M;K); (g:f; x) 7! (g:f) � (g:x)

is smooth. This eventually proves that the action of G on C

1

(M;K) is smooth.

Corollary II.7. Let G act on C

1

(M;K) by a smooth action of M as above.

Then the semidirect product group C

1

(M;K)oG is a Lie group with Lie algebra

C

1

(M; k)o g.

Proof. The preceding lemma implies that the inversion and the multiplication

of this group are smooth maps, showing that the product manifoldC

1

(M;K)�G

is a Lie group with the natural semidirect product structure.

Corollary II.8. The natural rotation action of T

r

on LK is smooth, so that we

obtain a semidirect product Lie group L

r

K := T

r

n LK.

Appendix IIc: Lifting automorphisms to central extensions

In the following we will use the concept of an in�nite-dimensional Lie group

described in detail in [Ne00a]. In this context central extensions of Lie groups are

always assumed to have a smooth local section. Let Z ,!

b

G !! G be a central

extension of the connected Lie group by the connected abelian group Z which can

be written as z=�

1

(Z). This means that Z is a quotient of a sequentially complete

locally convex space z modulo a discrete subgroup which can then be identi�ed

with �

1

(Z). Since the quotient map q:

b

G ! G has a smooth local section, the

corresponding Lie algebra homomorphism

b

g ! g has a continuous linear section,

hence is de�ned by a continuous cocycle ! 2 Z

2

c

(g; z) in the sense that

b

g

�

=

g �

!

z

13



with the bracket [(x; z); (x

0

; z

0

)] = ([x; x

0

]; !(x; x

0

)). From [Ne00b] we recall the

period homomorphism per

!

:�

2

(G) ! z of ! which on smooth representatives


:S

2

! G of elements of �

2

(G) is given by per

!

([
]) =

R

S

2




�


, where 
 is the

z-valued left invariant 2-form on G with 


1

= ! ([Ne00b, Th. IV.12]).

We recall from [Ne00b, Prop. IV.2] that central Lie group extensions as above

can always be written as

b

G

�

=

G�

f

Z;

where f 2 Z

2

s

(G;Z), the group cocycles f :G � G ! Z which are smooth in a

neighborhood of (1;1). Two such cocycles f

1

, f

2

de�ne equivalent extensions if

and only if their di�erence is of the form h(gg

0

)h(g)

�1

h(g

0

)

�1

, where h:G ! Z

is smooth in an identity neighborhood. The abelian group all these functions is

called B

2

s

(G;Z), and the quotient group H

2

s

(G;Z) := Z

2

s

(G;Z)=B

2

s

(G;Z) now

parametrizes the equivalence classes of central Z-extensions of G with smooth

local sections ([Ne00b, Remark IV.4]). On the Lie algebra level we likewise have

the space Z

2

c

(g; z) of continuous linear 2-cocycles !: g�g! z, the subspace B

2

c

(g; z)

of coboundaries, i.e., the cocycles of the form (x; x

0

) 7! �([x; x

0

]), where �: g! z is

a continuous linear map. The quotient space H

2

c

(g; z) := Z

2

c

(g; z)=B

2

c

(g; z) classi�es

the central z-extensions of g with continuous linear sections. For more details on

all that we refer to [Ne00b].

For a Lie group G we write Aut(G) for the group of Lie group automorphisms

of G. We also de�ne

Aut

Z

(

b

G) := f
 2 Aut(

b

G): f j

Z

= id

Z

g:

Then we have a natural homomorphism

�: Aut

Z

(

b

G)! Aut(G); �(
)(q(g)) = q(
(g));

where q:

b

G! G is the quotient map of the central extension.

Lemma II.9. To each f 2 Hom(G;Z) we assign the element of Aut

Z

(

b

G) given

by

b

f (g) := gf(q(g)). Then

ker � = f

b

f : f 2 Hom(G;Z)g

�

=

Hom(G;Z):

Proof. For each f 2 Hom(G;Z) we have

b

f (g

1

g

2

) = g

1

g

2

f(q(g

1

)q(g

2

)) = g

1

f(q(g

1

))g

2

f(q(g

2

)) =

b

f (g

1

)

b

f (g

2

);

showing that

b

f 2 Aut

Z

(G). It is clear that

b

f 2 ker �.

If, conversely, 
 2 ker �, then

f :G! Z; q(g) 7! 
(g)g

�1

is well de�ned, and it is easy to verify that f is a group homomorphism with


 =

b

f .

14



Corollary II.10. If G has no nontrivial homomorphisms into abelian groups,

then � is injective.

In view of [Ne00b, Cor. III.20], the preceding condition is equivalent to the

density of the commutator algebra [g; g] in g.

Lemma II.11. Let f 2 Z

2

s

(G;Z) be a group cocycle which is smooth in a neigh-

borhood of (1;1) and for which

b

G, as an abstract group, not as a manifold, is

isomorphic to the group G�

f

Z with the multiplication

(g; z)(g

0

; z

0

) = (gg

0

; zz

0

f(g; g

0

))

and the map G !

b

G; g 7! (g;1) is smooth in an identity neighborhood. Then


 2 Aut(G) is contained in the image of � if and only if the cocycle 


�

f := f�(
; 
)

is equivalent to f , i.e., there exists a function h:G ! Z, smooth on an identity

neighborhood, such that

(2:7) (


�

f)(g; g

0

)f(g; g

0

)

�1

= h(gg

0

)h(g)

�1

h(g

0

)

�1

; g; g

0

2 G:

Proof. Let us �rst assume that 
 = �(b
). Writing

b

G as G �

f

Z, the automor-

phism b
 has the form

b
(g; z) = (
(g); zh(g));

where h:G ! Z is a function which is smooth in an identity neighborhood. The

condition that b
 is an automorphism of

b

G is equivalent to the relation (2.7).

If, conversely, (2.7) is satis�ed, then the formula above de�nes an element b
 2

Aut

Z

(

b

G) which is smooth in an identity neighborhood, and since

b

G is connected,

it is smooth on

b

G, hence an isomorphism of Lie groups.

Lemma II.12. If 
 2 Aut(G) is contained in the range of �, then there exists a

continuous linear map �: g! z such that (


�

!)(x; y) := !(
:x; 
:y) satis�es

(2:8) (


�

! � !)(x; y) = �([x; y]);

i.e., [


�

!] = [!] in H

2

c

(g; z). If G is simply connected, then the preceding condition

is also su�cient for 
 to be in the range of �.

Proof. If 
 = �(b
), then b
 induces an automorphismof the Lie algebra

b

g

�

=

g�

!

z

with the bracket

[(x; z); (x

0

; z

0

)] = ([x; x

0

]; !(x; x

0

)):

Hence

b
:(x; z) = (
:x; z + �(x));

where �: g ! z is a continuous linear map. The relation (2.8) means that such a

map is a Lie algebra automorphism.

15



If, conversely, (2.8) is satis�ed by 
, then we use the exact sequence for Lie

group extensions to see that the natural map

Ext(G;Z)

�

=

H

2

s

(G;Z)! Ext(g; z)

�

=

H

2

c

(g; z)

is injective. Moreover, it is equivariant with respect to the action of Aut(G) on

H

2

s

(G;Z), resp.,H

2

c

(g; z). Therefore [


�

!] = [!] inH

2

c

(g; z) implies that [


�

f ] = [f ]

in H

2

s

(G;Z) if f 2 Z

2

s

(G;Z) represents

b

G as in Lemma II.11.

Corollary II.13. If G is simply connected and ! 2 Z

2

c

(g; z) is a Lie algebra cocy-

cle corresponding to the Lie algebra extension z ,!

b

g!! g, then an automorphism


 2 Aut(G) lifts to an automorphism b
 2 Aut

Z

(

b

G) if and only if [


�

!] = [!],

i.e., if the corresponding automorphism of g lifts to an automorphism of

b

g �xing z

pointwise.

Proof. This is a direct consequence of Lemma II.12.

If G is not simply connected, then it has non-trivial central Z-extensions with

trivial Lie algebra extension. These are discussed in the following lemma.

Lemma II.14. If

b

G is of the form

b

G = (

e

G� Z)=�('

�1

);

where q

G

:

e

G! G is the universal covering group of G, �

1

(G)

�

=

ker q

G

is identi�ed

with a subgroup of

e

G, ':�

1

(G)! Z is a homomorphism, and

�('

�1

) := f(d; '(d)

�1

): d 2 �

1

(G)g

the graph of '

�1

(pointwise inverse), then an automorphism 
 2 Aut(G) is in

the range of � if and only if (' � �

1

(
)) �'

�1

extends to a smooth homomorphism

e

G! Z.

Proof. Let e
 be the canonical lift of 
 to

e

G (cf. [Ne00b, Lemma II.3]). The

canonical map

e

G�Z !

b

G is a covering, and

e

G� z is the universal covering group

of

b

G. Therefore, if 
 = �(b
), the automorphism b
 also lifts to some automorphism

e
 of

e

G� Z preserving the subgroup �('

�1

). Then e
 is of the form

e
(g; z) = (e


0

(g); zf(g));

with f 2 Hom(

e

G;Z). The condition that e
 preserves �('

�1

) means that f extends

' � (' � �

1

(
))

�1

. If, conversely, this condition is satis�ed, then the above formula

yields an automorpism e
 on

e

G� Z preserving �('

�1

) and hence factoring to the

quotient group

b

G.

With Lemma II.14 one can easily construct examples showing that in Corol-

lary II.13 the assumption that G is simply connected is crucial.
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Example II.15. (a) We consider G = SL(2;R) with the automorphism 
(g) =

JgJ for J =

�

1 0

0 �1

�

. Then �

1

(G)

�

=

�

1

(SO(2;R))

�

=

Zand �

1

(
) = � id

Z

. On

the other hand

e

G is perfect, so that Hom(

e

G;Z) is trivial for every abelian group.

Therefore ' 2 Hom(Z;Z) satis�es the condition from Lemma II.14 if and only if

'(d)

2

= 1 for all d 2Z, i.e., 2Z� ker'.

If Z = Tand ':Z! T is injective, then we obtain a central T-extension

b

G

of G whose corresponding Lie algebra extension is trivial, but 
 does not lift to an

element of Aut

Z

(

b

G).

(b) Let

b

g :=

n

0

B

@

0 a

12

a

13

a

14

0 0 a

23

a

24

0 0 0 a

34

0 0 0 0

1

C

A

2 gl(4;R): a

jk

2 R

o

:

Then

b

g contains the ideals

b

g

1

:=

n

0

B

@

0 0 a

13

a

14

0 0 0 a

24

0 0 0 0

0 0 0 0

1

C

A

o

= [

b

g;

b

g] and

b

g

2

:=

n

0

B

@

0 0 0 a

14

0 0 0 0

0 0 0 0

0 0 0 0

1

C

A

o

= z(

b

g)

satisfying [

b

g

1

;

b

g] � z(

b

g). We de�ne g :=

b

g=z(

b

g) and consider the central extension

z(g) ,!

b

g !! g. The Lie algebra g is a 2-step nilpotent Lie algebra, and ad g

�

=

R

3

is abelian. On the other hand, the adjoint action of

b

g on

b

g factors through an

action of g on

b

g, where the image ad

bg

g of this Lie algebra is isomorphic to g. This

means that the action of ad g

�

=

R

3

on g does not lift to an action of the same Lie

algebra on

b

g because the central extension

Hom(g; z(g)) ,! Hom(g; z(g)) + ad

bg

(g)!! ad g

is non-trivial. From this one obtains an example of an R

3

-action on a simply

connected group G which does not lift to an action on a central extension

b

G, even

though the action of every element can be lifted.

Appendix IId: Lifting automorphic group actions to central extensions

In the preceding subsection we have lifted automorphisms of G to automor-

phisms of

b

G. Now we consider automorphic actions of groups R on G and want to

lift those to actions on

b

G.
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Lemma II.16. Let Z

]

:= z= im(per

!

). Then there exists a central Lie group

extension

Z

]

,! G

]

q

]

��!

e

G

corresponding to the cocycle !, and G

]

is a universal covering group of

b

G.

Proof. In view of [Ne00b, Th. V.7], im(per

!

) is a subgroup of the discrete

group �

1

(Z) � z, so that Z

]

:= z= im(per

!

) is a covering group of Z

�

=

z=�

1

(Z).

The relation �

2

(G)

�

=

�

2

(

e

G) and the criterion Theorem V.7 in [Ne00b] imply the

existence of a central extension

Z

]

,! G

]

q

]

��!

e

G

corresponding to the cocycle !. Now �

2

(Z) = f1g and the exact homotopy se-

quence of the bundle G

]

!

e

G lead to an exact sequence

�

2

(G

]

)! �

2

(

e

G)

�

����!�

1

(Z

]

)!! �

1

(G

]

):

Since � = � per

!

([Ne00b, Prop. VII.7]), it is surjective, which implies that G

]

is

simply connected. On the other hand, the construction of G

]

implies that G

]

and

b

G are locally isomorphic ([Ne00b, Lemmas IV.8, V.8]), so that G

]

is the universal

covering group of

b

G.

We assume that we have a smooth automorphic action of the Lie group R

on G, which leads to a semidirect product Lie group G o R. We are looking for

su�cient conditions to lift the smooth action of R on G to a smooth action on

b

G which apply in particular to the rotation action of T

r

on LK, where K is a

compact simple simply connected Lie group.

Lemma II.17. The action of R on G lifts to a smooth action of R on the simply

connected covering group

e

G of G.

Proof. Since each automorphism of G lift in a unique fashion to an automor-

phism of

e

G, the action of R on G directly leads to an action of R on

e

G. That

the action map is smooth follows easily by using local sections of the universal

covering map q

G

:

e

G! G.

Theorem II.18. (Lifting Theorem) Let �

G

:R� G! G be a smooth automor-

phic action of the Lie group R on the connected Lie group G. Assume that G is

simply connected and that there exists a smooth function �:R� g ! z with

(2:9) r

�

! � ! = �(r; [�; �]); r 2 R

and the cocycle condition

(2:10) �(r

1

r

2

; x) = �(r

2

; x) + �(r

1

; r

2

:x); r

1

; r

2

2 R; x 2 g:
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Then the action of R on G lifts uniquely to a smooth automorphic action of R on

b

G such that the corresponding action of R on

b

g

�

=

g�

!

z is given by

r:(x; z) = (r:x; z+ �(r; x)); r 2 R; x 2 g; z 2 z:

This action �xes the subgroup Z of

b

G pointwise.

Proof. First we turn to the action on the Lie algebra

b

g. We de�ne the a smooth

map

�

bg

:R�

b

g !

b

g; (r; (x; z)) 7! (r:x; z + �(r; x)):

Then (2.9) implies that each map �

bg

(r; �) is an automorphism of

b

g:

r:[(x; z); (x

0

; z

0

)] = r:

�

[x; x

0

]; !(x; x

0

)

�

=

�

[r:x; r:x

0

]; !(x; x

0

) + �(r; [x; x

0

])

�

= ([r:x; r:x

0

]; !(r:x; r:x

0

) = [r:(x; z); r:(x

0

; z

0

)];

and (2.10) implies that �

bg

is an action of R on

b

g:

r

1

:(r

2

:(x; z)) = ((r

1

r

2

):x; z + �(r

2

; x) + �(r

1

; r

2

:x)) = ((r

1

r

2

):x; z + �(r

1

r

2

; x))

= (r

1

r

2

):(x; z):

Since every automorphism of

b

G is uniquely determined by the corresponding au-

tomorphism of

b

g (cf. [Mi83, Lemma 7.1]), there exists at most one automorphic

action �

b

G

of R on

b

G corresponding to �

bg

.

Now we reduce the problem to the case where

b

G is simply connected. Suppose

that the theorem holds for the special situation where

b

G is simply connected. Then

we consider the simply connected central extension G

]

of G discussed in Lemma

II.16. The assertion of the theorem shows that the action of R on G lifts to a

smooth action of R on G

]

�xing the elements of Z

]

pointwise. Since G is simply

connected, the exact homotopy sequence of the bundle q:

b

G! G implies that the

natural map �:�

1

(Z) ! �

1

(

b

G) is surjective. Identifying �

1

(

b

G) with the kernel of

the universal covering map G

]

!

b

G, we see that �, viewed as a homomorphism

�

1

(Z)! G

]

, is a composition of the maps

�

1

(Z)! �

1

(Z)=�

1

(Z

]

) � Z

]

! G

]

:

Therefore the subgroup �

1

(

b

G) ofG

]

is contained in Z

]

and therefore �xed pointwise

by R. Hence the action of R on G

]

factors to a smooth action of R on

b

G

�

=

G

]

=�

1

(

b

G). In view of the preceding argument, we may from now on assume that

b

G is simply connected.

Next we consider the local situation in a suitable small neighborhood of the

identity in

b

G. In

b

G we have an open 1-neighborhood of the form U�Z �

b

G, where

the multiplication is given for x; x

0

; xx

0

2 U by

(x; z)(x

0

; z

0

) = (xx

0

; zz

0

f

Z

(x; x

0

))
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for a local smooth cocycle f

Z

:U�U ! Z ([Ne00b, Lemma IV.8]). To see how this

description of the multiplication can be used to obtain an action of R, we have to

recall the construction of the local cocycle f

Z

from the Lie algebra cocycle ! (cf.

[Ne00b, Lemma IV.8]). Let us assume that, in addition, U � G is di�eomorphic to

a convex subset in g. Using the Poincar�e Lemma ([Ne00b, Lemma III.3]), we write


 j

U

= d� for a z-valued 1-form � on U with �

1

= 0. Then, on an open symmetric

1-neighborhood W � U with W

2

� U and also di�eomorphic to a convex set, we

determine the function

f :W �W ! z

by

df(x; �) = �

�

x

� j

W

� � j

W

:

Now let r 2 R and W

1

� W be open and di�eomorphic to a convex set with

r:W

1

� W . Let �

r

be the left invariant z-valued 1-form on G with �

r

(1) = �(r; �).

Then (2.9) implies that

r

�


 �
 = �d�

r

:

OnW

1

we therefore have d(r

�

���+�

r

) = 0; so that there exists a unique function

h

r

:W

1

! z with h

r

(1) = 0 and dh

r

= r

�

� � � + �

r

.

On W

1

� W

1

we consider the function (r

�

f)(x; y) := f(r:x; r:y) and put

f

x

:= f(x; �). Then (r

�

f)

x

= r

�

(f

r:x

), so that on W

1

we have

d

�

(r

�

f)

x

�

= r

�

df

r:x

= r

�

(�

�

r:x

� � �) = �

�

x

r

�

� � r

�

�:

Now the left invariance of �

r

leads to

d((r

�

f)

x

� f

x

) = �

�

x

(r

�

� � �) � (r

�

� � �)

= �

�

x

(r

�

� � � + �

r

) � (r

�

� � � + �

r

)

= �

�

x

dh

r

� dh

r

= d(�

�

x

h

r

� h

r

):

In view of the normalizations f

x

(1) = 0 = h

r

(1), we therefore obtain

(2:11) (r

�

f)(x; y) � f(x; y) = h

r

(xy) � h

r

(y) � h

r

(x)

for x; y near to 1.

Let q

Z

: z ! Z be the quotient map, f

Z

:= q

Z

� f and h

Z

r

:= q

Z

� h

r

. Then

we have a 1-neighborhood of the form W

2

� Z in

b

G, where W

2

� W

1

, and the

multiplication is given by

(g; z)(g

0

; z

0

) = (gg

0

; zz

0

f

Z

(g; g

0

)):

Pick an open symmetric connected 1-neighborhood W

3

� W

2

with r:W

3

� W

2

and (2.11) holding on W

3

. Then the map

(2:12) �

b

G

(r):W

3

� Z ! W

2

� Z �

b

G; (g; z) 7! (r:g; zh

Z

r

(g))
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is a smooth homomorphism of local groups. Using Lemma II.3 in [Ne00b] and the

simple connectedness of

b

G, we see that �

b

G

(r) extends to a smooth homomorphism

b

G!

b

G. The derivative of this automorphism in 1 2

b

G is given by

d�

b

G

(r)(1)(x; z) = (r:x; z + dh

Z

r

(1)(x)) = (r:x; z + dh

r

(1)(x))

= (r:x; z + �(r; x) + �(1)(r:x)� �(1)(x))

= (r:x; z + �(r; x)) = �

bg

(r; x):

This proves that every automorphism �

bg

(r), r 2 R, integrates to a smooth endo-

morphism �

b

G

(r) of

b

G. The uniqueness of this extension implies that �

b

G

(r

1

r

2

) =

�

b

G

(r

1

)�

b

G

(r

2

) for r

1

; r

2

2 R, hence in particular that each b�

b

G

(r) is an automor-

phism of

b

G. Let �

b

G

:R�

b

G!

b

G denote the corresponding action of R on

b

G.

It remains to show that this action is smooth. Since R acts by smooth auto-

morphism on

b

G, it su�ces to show that the action is smooth in a neighborhood of

(1;1) and that all orbits maps R!

b

G are smooth in a neighborhood of 1. Since

the latter property can be derived from the �rst one, it remains to see that the

action is smooth in a neighborhood of (1;1). To this end, we slightly adjust the

choices of W

1

and W

3

above. First we choose an open 1-neighborhood V in R and

W

1

such that, in addition, V:W

1

� W . Likewise we choose V

1

� V and W

3

� W

2

with V

1

:W

3

� W

2

. Then the function (r; x) 7! h

r

(x) is de�ned on V �W

1

, and the

construction of h

r

with the Poincar�e Lemma implies that this function is smooth

in a neighborhood of (1;1) (cf. [Ne00b, Lemma III.3]). This implies that the action

map �

b

G

(r; x) is smooth on a neighborhood of (1;1) contained in V

1

�W

3

, and this

completes the proof.

Corollary II.19. Let �

G

:R � G ! G be a smooth automorphic action of the

Lie group R on the connected Lie group G. Assume that G is simply connected

and that r

�

! = ! for all r 2 R. Then the action of R on G lifts uniquely to a

smooth automorphic action of R on

b

G such that the corresponding action of R on

b

g

�

=

g�

!

z is given by

r:(x; z) = (r:x; z); r 2 R; x 2 g; z 2 z:

This action �xes the subgroup Z of

b

G pointwise.

Proof. We apply Theorem II.18 with � = 0.

Corollary II.20. If K is a compact simple simply connected Lie group and

e

LK

is the central extension from Theorem II.5, then the rotation action of T

r

on LK

lifts to a smooth action of T

r

on

e

LK. The same holds for the complex groups LK

C

,

resp.,

e

LK

C

.

Proof. Since �

2

(K) = �

1

(K) = f1g, the group LK is simply connected. Further

the T

r

-action on Lk �xes the cocycle !, so that Corollary II.19 applies.
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Remark II.21. (a) If the commutator algebra [g; g] is dense in g (g is topo-

logically perfect), then in (2.9) the continuous linear map �

r

:= �(r; �): g ! z is

uniquely determined by r

�

! � ! = �d�

r

. Therefore

�d�

r

1

r

2

= (r

1

r

2

)

�

! � ! = r

�

2

(r

�

1

! � !) + r

�

2

! � ! = �r

�

2

d�

r

1

� d�

r

2

implies the relation (2.10). In this sense (2.10) is only needed if g is not topologi-

cally perfect.

(b) If

b

G is a regular Lie group in the sense of [Mi83], then every automorphism of

b

g integrates to a unique automorphism of

b

G ([Mi83, Th. 8.1]). In our context it

does not make sense to work with this additional assumption because we anyway

need the more explicit information obtained in the proof of Theorem II.18 to show

that the action is smooth.

(c) We consider the situation of Corollary II.19, where ! is �xed by R. Then we

have a Lie group G

R

:= G o R de�ned by the smooth action of R on G, and

Corollary II.19 provides a central extension

b

G

R

�

=

b

G o R. It is interesting to try

to construct this group and therefore the smooth action of R on

b

G more directly

as a central Lie group extension.

We write

b

g = g�

!

z, and since ! is R-invariant, we obtain a natural action

of R on

b

g by r:(x; z) := (r:x; z). The derived representation of this smooth action

leads to a continuous action r�

b

g !

b

g by derivations (cf. [Ne00a]). Let

b

g

R

:=

b

go r

denote the corresponding Lie algebra. Then z �

b

g

R

is central with the topological

complement g� r, and the corresponding cocycle of the central extension

b

g

R

! g

R

is given by

!

R

(x + y; x

0

+ y

0

) := !(x; x

0

); x; x

0

2 g; y; y

0

2 r:

That this formula de�nes a cocycle can also veri�ed more directly. It is clear

that !

R

is continuous and skew symmetric. To see that it is a cocycle, we have to

verify that for a; b; c 2 g

R

the alternating expression

!

R

(a; [b; c]) + !

R

(b; [c; a]) + !

R

(c; [a; b])

vanishes. For a; b; c 2 g this follows from the cocycle property of !. If a 2 r and

b; c 2 g, then

!

R

(a; [b; c])+!

R

(b; [c; a])+!

R

(c; [a; b]) = !(b; [c; a])+!([b; a]; c) = �(a:!)(b; c) = 0

because ! is R-invariant, which implies that r:! = 0 in Z

2

c

(g; z). If two or three

among a; b; c are in r, then each summand vanishes. Hence !

R

2 Z

2

c

(g

R

; z).

One now might try to construct a group

b

GoR as a central extension of G

R

corresponding to !

R

. Since �

2

(G

R

)

�

=

�

2

(G)��

2

(R) and the restriction of the left

invariant 2-form 


R

to the subgroup R of G

R

vanishes, the image of the period

map per

!

R

:�

2

(G

R

) ! z coincides with the image of per

!

, hence is contained in

�

1

(Z). What is not clear in this situation is how to lift the G-action on g to an

action on

b

g

R

. If this could be done, then the criteria in [Ne00b] would imply the

existence of a central Lie group extension of G

R

corresponding to the Lie algebra

b

g

R

.
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III. Root decompositions

In this section we will consider the root decomposition of the Lie algebra

b

Lk

C

. We

will use the same notation as in Section I for the �nite-dimensional Lie algebra

k, we write t

k

for a Cartan subalgebra, and T

K

= exp t

k

for the corresponding

maximal torus.

Let z

k

:S

1

! C denote the function given by z

k

(�) := e

ik�

and note that for

X 2 k

C

the function z

k

X:S

1

! k

C

de�nes an element of Lk

C

. The elements of the

subalgebra

L

pol

k

C

:= C [z;

1

z

]
 k

C

=

X

k2Z

z

k

k

C

are called polynomial loops (with values in k

C

).

Lemma III.1. L

pol

k

C

is a dense subalgebra of Lk

C

. Moreover, for 
 2 Lk

C

its

Fourier series


 =

X

n2Z

z

n

b
(n); where b
(n) =

1

2�

Z

2�

0

e

�in�


(�) d�

converges in the Fr�echet topology of Lk

C

.

Proof. It is clear that the second assertion is much sharper than the �rst one,

so it su�ces to prove the second one.

It is easily seen that the rotation action of T

r

on Lk

C

de�nes a smooth ac-

tion, i.e., for each element 
 2 Lk

C

the orbit mapT

r

! Lk

C

is smooth (cf. [Ne00a,

Th. III.5]). Therefore the convergence of the Fourier series follows from Harish-

Chandra's Theorem ([Wa72, Th. 4.4.2.1]) because 
 7! z

n

b
(n) is the projection

onto an isotypical T

r

-submodule. The latter fact follows directly from the obser-

vation that for 
 = z

m

X we have

b
(n) =

1

2�

Z

2�

0

e

im�

e

�in�

d�X = �

n;m

X:

Remark III.2. A similar assertion as in Lemma III.1 applies to the T

r

-action

on the extended Lie algebra

e

Lk

C

.

The subgroup T

r

:= T

r

� T

K

� L

r

K acts on Lk

C

via the adjoint action. To

identify the corresponding weights, we identify the character group

b

T

r

with

c

T

r

�

b

T

K

�

=

Z�

b

T

K

�Z� t

�

as in Section I. Then the set of weights occuring in the adjoint representation is

given by

f(k; �): k 2Z; � 2 �

k

[ f0gg;
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where

(Lk

C

)

(k;�)

= z

k

k

�

C

; � 2 �

k

; and (Lk

C

)

(k;0)

= z

k

t

C

:

We write �

Lk

:= f(k; �) 6= (0; 0): k 2Z; � 2 �

k

[ f0gg for the set of roots of Lk

C

with respect to t

r

� t. The Lie algebra t

Lk

:= t

r

� t can be identi�ed with the space

R

d

dt

� t

�

=

R� t, where

d

dt

= (1; 0), and accordingly we have R

�

= exp(��

d

dt

), so

that

R

�

:z

k

= e

�ik�

:z

k

and

d

dt

z

k

= ikz

k

:

The Weyl group

Let W := N

K

(T )=T denote the Weyl group of K. Similarly we de�ne the

a�ne Weyl group

W

a�

:= N

L

r

K

(T

r

)=T

r

;

and note that T

r

= Z

L

r

K

(T

r

), i.e., T

r

is maximal abelian in L

r

K. In fact, a loop

commuting with T

r

must be constant, and if, in addition, it commutes with T

K

,

the fact that T = Z

K

(T ) implies that its value is in T .

Since the group

�

T

K

:= Hom(T; T

K

) consists in particular of smooth loops, it

can be identi�ed with a subgroup of LT

K

� L

r

K.

Proposition III.3. The group W

a�

is isomorphic to the semidirect product

�

T

K

oW, and it acts on t

Lk

via

(Z;w):(t;X) = (t; w:X � tZ)

for Z 2

�

T

K

and w 2 W.

Proof. The �rst part follows from [PS86, p.71]. To verify the formula for the

action, it clearly su�ces to compute the action of elements of

�

T

K

. So let 
 2

�

T

K

be given by 
(�) = exp(�Z), Z 2 t

k

.

We have


 exp(t; 0)


�1

= 
R

�t




�1

= R

�t

(R

t


R

�t




�1

) = exp(t; 0)((R

t

:
)


�1

)

with

((R

t

:
)


�1

)(�) = 
(� � t)


�1

(�) = 
(� � t)
(��) = 
(�t) = exp(�tZ):

Thus Ad(
):(t; 0) = (t;�tZ); and the assertion follows.
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It follows in particular fromProposition III.3 that the a�ne subspace f1g � t

k

is invariant under the action of the a�ne Weyl group, and that the action on this

hyperplane induces an a�ne action on t

k

given by

(Z;w):X = w:X � Z:

Note that Z 2

�

T

K

� t

k

acts by translation in the opposite direction. Then the

kernel of a root (k; �) 2 �

LK

corresponds to the a�ne hyperplane

H

k;�

:= fX 2 t

k

:�(X) = �kg:

The set

S

�2�

k

;k2Z

H

k;�

is called the diagram of LK. If �

+

k

� �

k

is a positive

system, then the set

C

0

:= fX 2 t

k

: (8� 2 �

+

k

) 0 < �(X) < 1g

is called a fundamental alcove. It is a fundamental domain for the a�ne action

of W

a�

on t

k

([PS86, Prop. 5.1.4]). A root � = (�; k) is said to be positive if

�(f1g �C

0

) � R

+

which is equivalent to �(C

0

) � [�k;1[. Therefore the set �

+

Lk

of positive roots is given by

�

+

Lk

= f(k; �): (k > 0) or (k = 0; � 2 �

+

k

)g:

A root � = (k; �) is called simple if H

k;�

contains a wall of the fundamental alcove

C

0

. To each root � = (k; �) corresponds an a�ne re
ection on t

k

in the hyperplane

H

k;�

which is given by the formula

s

�

(X) = s

�

(X) � kh

�

; i.e.; s

�

= (kh

�

; s

�

) 2

b

T

K

oW

is the decomposition according to Proposition III.3.

Remark III.4. If k is simple, �

1

; : : : ; �

r

are the fundamental roots of k with

respect to �

+

k

, and �

0

2 �

+

k

is the highest root, then

(0; �

1

); : : : ; (0; �

r

); (1;��

0

)

is a system of simple roots in �

+

Lk

(cf. [PS86, p. 73]).

Root decomposition of the central extension

We write

T

b

LK

:=T

r

� T

K

�T

c

�

b

LK;
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for the maximal torus in

b

LK, where T

c

stands for the central torus de�ning the

central extension from Theorem II.5. We identify the character group

b

T

b

LK

of T

b

LK

with

b

T

r

�

b

T

K

�

b

T

c

�

=

Z�

b

T

K

�Z� Z� t

�

k

�Z. Since T

c

acts trivially via the

adjoint action, we can identify the root system �

Lk

�

=

�

Lk

� f0g with a subset of

t

�

L

r

k

.

Identifying Lk

C

with a vector subspace of

e

Lk

C

, we have

(

e

Lk

C

)

(k;�)

= z

k

k

�

C

; � 2 �

k

; and (

e

Lk

C

)

(k;0)

= z

k

t

C

:

Via the adjoint representation the a�ne Weyl groupW

a�

can also be identi-

�ed with N (T

b

LK

)=T

b

LK

. It acts on

b

T

b

LK

by

Z:(k; �; h) =

�

k + �(Z) +

1

2

h�(Z;Z); �+ hZ

�

; h

�

for Z 2

�

T

K

, where Z

�

2 t

k

is de�ned by the embedding

�

T

K

!

b

T

K

; Z 7! Z

�

which is

well de�ned because

b

T

K

�

=

Hom(

�

T

K

;Z) and �(

�

T

K

;

�

T

K

) �Z([PS86, Prop. 4.9.5]).

Let � = (k; �) denote a root of

e

Lk

C

. We put

e

�

:= z

k

e

�

and e

��

:= e

�

= z

�k

e

��

:

Then

[e

�

; e

��

] =

�

[e

�

; e

��

]; !(e

�

; e

��

)

�

;

where

!(e

�

; e

��

) =

1

2�

Z

2�

0

�(z

k

e

�

; (�ik)z

�k

e

��

) d�

=

1

2�

Z

2�

0

(�ik)�(e

�

; e

��

) d� = �i

k

2

�(h

�

; h

�

)

(Lemma I.1). Therefore

[e

�

; e

��

] = i

�

h

�

;�

k

2

�(h

�

; h

�

)

�

:

Putting

h

�

:=

�

h

�

;�

k

2

�(h

�

; h

�

)

�

;

we see that (e

�

; e

��

; h

�

) is a basic su

2

-triple (cf. Section I). The corresponding

re
ection s

�

acts on (t

b

LK

)

�

via

s

�

(�) = �� h�; h

�

i�:

We write

e

LK(�) for the corresponding three-dimensional subgroup of

e

LK.

Having introduced the relevant notation, we can give a simple proof for the

necessity of condition (2.4).

26



Lemma III.5. The condition �(h

�

; h

�

) 2 2Zfor all � 2 �

k

is necessary for the

existence of the central extension

e

LK.

Proof. Suppose that we have a central extension

f1g ! R����!

e

LK

q

����!LK ! f1g

corresponding to the given central extension on the level of Lie algebras. For each

root � 2 �

Lk

the corresponding three-dimensional subgroup

e

LK(�) is compact

and isomorphic to SU(2) or SO(3;R). Therefore

1 = exp 2�h

�

=

�

exp 2�h

�

; exp(�k��(h

�

; h

�

))

�

:

If we apply this to a root � = (0; �), we see that exp(2�h

�

) = 1, so that

exp(�k��(h

�

; h

�

)) = 1 holds for all k 2 N. This implies that �(h

�

; h

�

) 2 2Z.

IV. Representations of loop groups

De�nition IV.1. Let V be a complete complex locally convex space. Then a

representation (�; V ) of a topological group G on V is a group homomorphism

�:G! GL(V ) for which the mapping

G� V ! V; (g; v) 7! �(g):v

is continuous, i.e., the action of G on V is continuous.

If G is a Lie group (modeled on a sequentially complete locally convex space,

cf. [Ne00a, Sect. I]), then a vector v 2 V is called smooth if the orbit mapping

G! V; g 7! �(g):v is smooth. We write V

1

for the space of smooth vectors in V .

A representation (�; V ) is said to be smooth if V

1

is dense in V .

As we have seen in [Ne00a, Lemma IV.2], we obtain a representation of the

Lie algebra g of G on V

1

by putting

d�(X):v := d'

v

(1):X;

where '

v

(g) := �(g):v denotes the orbit map of v. If G is real, then the represen-

tation d� of g on V

1

naturally extends to a complex linear representation of the

complexi�ed Lie algebra g

C

on V

1

.

De�nition IV.2. (a) Let (�; V ) be a continuous representation of the group

b

LK. The subspace

V (k) := fv 2 V : (8� 2 R)R

�

:v = e

�ik�

:vg
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is called the energy subspace of degree k. We note that the Peter{Weyl Theorem

applied to the representation � j

T

r

on V implies that the �nite energy subspace

�

V :=

X

k2Z

V (k)

is dense in V and that there exist continuous projections

p

k

:V ! V (k); v 7!

1

2�

Z

2�

0

e

ik�

R

�

:v d�:

Note that the integrals make sense because V is a complete locally convex space.

Moreover, if v 2 V

1

is a smooth vector, then the Fourier series v =

P

k2Z

p

k

(v)

converges in V according to Harish-Chandra's Theorem (cf. [Wa72, Th. 4.4.2.1]).

(b) If V is a module of the Lie algebra

b

Lk

C

, we call V (k) := fv 2 V :X

r

:v = ikvg;

where X

r

:=

d

dt

is the canonical basis element of t

r

, the energy subspace of degree

k, and

�

V :=

P

k2Z

V (k) the �nite energy subspace.

(c) We say that (�; V ) is a representation of positive energy if V (k) = 0 for k < 0.

Example IV.3. If V =

e

Lk

C

, where the representation of

e

LK is the adjoint

representation, then V (k) = z

k

k

C

for k 6= 0, V (0) = (t

r

)

C

� (t

c

)

C

� k

C

, and

therefore

�

V =

e

L

pol

k

C

:

Lemma IV.4. For every representation (�; V ) of

e

LK the space

�

V

1

of smooth

vectors of �nite energy is invariant under

e

L

pol

k

C

.

Proof. First we show that the action map

e

Lk

C


V

1

! V

1

is equivariant with

respect to the action of the torus T

r

on both sides. In fact, since T

r

acts on

e

LK

by conjugation, it is clear that the action map

e

LK � V ! V is T

r

-equivariant.

This means that for each v 2 V and � 2 Rwe have

'

v

�R

�

= �(R

�

) � '

R

��

:v

;

where '

w

(g) := �(g):w denotes the orbit map of w. Taking derivatives in 1, this

leads to

(R

�

:X):v = �(R

�

)

�

X:(R

��

:v)

�

:

This proves our assertion because of the complex linearity of the action map. We

conclude that

e

Lk

C

(n):V

1

(m) � V

1

(n+m)

holds for all n;m 2Z. Since

e

L

pol

k

C

=

P

k2Z

e

Lk

C

(k), this proves the assertion.

We obtain a more re�ned picture by looking at the representation of the larger

torus subgroup T

b

LK

. We have the weight spaces V

(k;�;h)

� V (k) corresponding to

the weight � = (k; �; h). We write

P

V

:= f� 2

b

T

b

LK

:V

�

6= f0gg

for the set of all weights of V .
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De�nition IV.5. If the representation (�; V ) is irreducible or, more generally,

generated by a T

c

-eigenvector, then the invariance of the larger T

c

-eigenspaces

under

b

LK shows that there exists h 2Zwith

P

V

�Z�

b

T

K

� fhg:

In this case h is called the level of the representation (�; V ).

Lowest weight vectors and antidominant weights

De�nition IV.6. (a) Let V be a module of the Lie algebra

b

Lk

C

. A non-zero

weight vector v

�

2 V

�

is called a lowest weight vector if

(Lk

C

)

�

:v

�

= f0g

for all � 2 �

�

Lk

. In this case � is called the corresponding lowest weight. If (�; V ) is

a representation of

b

LK, then a lowest weight vector means a lowest weight vector

for the derived representation of the Lie algebra

b

Lk

C

on V

1

.

(b) A module V of

b

Lk

C

is said to be a lowest weight module if it is generated by

a lowest weight vector. A representation (V; �) of

b

LK is called a lowest weight

representation if it contains a lowest weight vector generating V .

(c) A weight � satisfying h�; h

�

i 2 �N

0

for all � 2 �

+

Lk

is called antidominant

(with respect to the positive system �

+

Lk

).

The following observation is crucial for the whole theory.

Proposition IV.7. (i) If (�; V ) is a smooth representation of

b

LK with positive

energy and V (0) 6= f0g, then V (0) contains a lowest weight vector.

(ii) Each lowest weight � is antidominant.

Proof. (i) According to [Ne00a, Prop. IV.5], the representation of G on the

complete locally convex space V

1

is continuous. Since this applies in particular

to the subgroup T

r

, it follows that the projection

p

0

:V ! V (0); v 7!

1

2�

Z

2�

0

R

�

:v d�

satis�es

p

0

(V

1

) � V

1

(0) � V

1

:

In view of the smoothness assumption on (�; V ), the subspace V

1

(0) which is

invariant under the compact group K (the constant loops) is dense in V (0).

The Peter{Weyl Theorem implies the existence of a �nite-dimensional irre-

ducible K-subspace F � V

1

(0). Let v

�

2 F be a lowest weight vector for the
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representation of k

C

on F . Since T

c

commutes with K, we may w.l.o.g. assume

that v

�

2 V

(0;�;h)

. Then the fact that

(

e

Lk

C

)

(k;�)

:v

�

2 V

(k;�+�;h)

� V (k) = f0g

for k < 0 implies that v

�

is a lowest weight vector for

e

Lk

C

.

(ii) If � is a lowest weight of a representation (�; V ), then sl

2

-theory applied to

the group

e

LK(�) shows that h�; h

�

i 2 �N

0

because otherwise e

��

:v

�

6= f0g.

Remark IV.8. (a) Another possibility to prove Proposition IV.7(ii) is to note

that the fact that the representation of the Lie algebra

e

Lk(�) integrates to a

representation of the corresponding group implies that

s

�

(�) = � � h�; h

�

i� 2 P

V

is also a weight in the smallest

e

Lk(�)-invariant subspace containing v

�

.

If � = (n

0

; �; h) is a weight with minimal n

0

, then we see that for each root

� = (k; �; 0) with k > 0 we have h�; h

�

i � 0. Further the W-orbit of � contains

an element which is antidominant for all positive roots of the type � = (0; �; 0)

which then yields the existence of an antidominant weight.

(b) We want to make the antidominance condition more explicit. So let � =

(n; �; h). Then the antidominance means that

h�; h

�

i = h�; h

�

i �

hk

2

�(h

�

; h

�

) � 0

for all � = (k; �; 0) 2 �

+

Lk

. This means that �(h

�

) � 0 for all � 2 �

+

k

and that

(4:1) �(h

�

) �

hk

2

�(h

�

; h

�

)

for all k 2 N and � 2 �

k

. Using �

k

= ��

k

, we see that (4.1) leads to

h�(h

�

; h

�

) � 2maxf�(h

�

); �(h

��

)g = 2maxf�(h

�

);��(h

�

)g = 2j�(h

�

)j � 0;

and hence to

(4:2) h�(h

�

; h

�

) � 0:

For � = (1;��), � 2 �

+

k

, we see that whenever (4.2) is satis�ed, then � is

antidominant if and only if

(4:3) �

h

2

�(h

�

; h

�

) � �(h

�

) � 0

holds for all � 2 �

+

k

.

For each �xed h condition (4.3) speci�es a �nite set of integral linear function-

als on t

k

and for h = 0 the only functional satisfying this condition is � = 0. As the

following proposition shows, this has serious consequences for the representation

theory of the group

b

LK.
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Proposition IV.9. For a lowest weight representation (�; V ) of

b

LK of lowest

weight � the following assertions hold:

(i) If v

�

is a lowest weight vector and � is a root, then v

�

generates a �nite-

dimensional irreducible

e

LK(�)-representation of lowest weight �(h

�

).

(ii) If � = (n; �; 0), i.e., if (�; V ) is a representation of level 0, then (�; V ) is the

trivial representation on the identity component of

e

LK. If, in addition, K is

simply connected, then it is given by a character of T

r

.

Proof. (i) Since v

�

is assumed to be a smooth vector, we can write out its

Fourier series with respect to the compact group

e

LK(�):

v

�

=

X

m2N

0

v

�

(m);

where we have identi�ed the set of equivalence classes of irreducible representations

of

e

LK(�) with a subset of N

0

in such a way that m 2 N

0

corresponds to the

representation with lowest weight �

m

satisfying �

m

(h

�

) = �m.

The facts that v

�

is a smooth vector for

e

LK(�) and that the projections

onto the isotypical components are continuous entail that the vectors v

�

(m) are

also smooth with respect to

e

LK(�). Then these vectors have to be lowest weight

vectors for

e

LK(�) and therefore h

�

:v

�

(m) = �imv

�

(m). In view of the fact that

h

�

:v

�

= i�(h

�

)v

�

, the uniqueness of the Fourier expansion shows that

v

�

= v

�

(m) for m = ��(h

�

);

and the assertion follows.

(ii) We have seen in Remark IV.8 that the antidominance of � and h = 0 imply that

� = 0. Therefore (i) implies that for each root � 2 �

Lk

the

e

LK(�)-submodule

generated by v

�

is a lowest weight module with trivial lowest weight, hence a

trivial module. We conclude that the three-dimensional groups

e

LK(�) �x the

lowest weight vector v

�

.

On the other hand v

�

is �xed by the torus T

e

LK

. Since each elementX 2

e

L

pol

k

is a �nite sum of elements contained in a three-dimensional subalgebra

e

Lk(�), an

application of the Trotter-Product-Formula (Theorem II.1) shows that

expX:v

�

= v

�

holds for all X 2

e

L

pol

k, hence for all X 2

e

Lk because

e

L

pol

k is dense (cf. Lemma

III.1).

We further know that the group

b

LK is connected whenever K is simply

connected (cf. [PS86, p.48]). Since the central circle T

c

acts trivially, we may

assume that we have a representation of the group L

r

K

�

=

b

LK=T

c

. Now the fact

that the exponential function of LK is a local di�eomorphism (Theorem II.1)
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implies that the identity component of L

r

K = T

r

n LK is generated by the

image of the exponential function. From that it follows that v

�

is �xed by the

whole group (

e

LK)

0

, i.e., (�; V ) is a one-dimensional representation whenever K is

simply connected.

The following result shows that the non-trivial lowest weight representation

of

b

LK do not factor to the quotient L

r

K, hence that the central extension of this

group is necessary to obtain non-trivial lowest weight representations.

Corollary IV.10. Each lowest weight representation of L

r

K is one-dimensio-

nal.

Proof. Let (�; V ) be a lowest weight representation of L

r

K which can also be

considered as a representation of the central extension

b

LK which is trivial on the

center. Then Proposition IV.9 shows that (�; V ) is a one-dimensional representa-

tion.

Remark IV.11. In the special case where k is simple and � is the fundamental

invariant form which is normalized by �(h

�

0

; h

�

0

) = 2 for the highest root �

0

(cf.

[PS86, p.49]), then � = (0; �; h) is antidominant if and only if � is antidominant

and �(h

�

0

) � �h. The set of all integral functionals satisfying this condition can

be represented as

P

l

k=0

n

k

$

k

, n

k

2 N

0

, where

$

0

= (0; 0; 1) and $

k

=

�

0;�$

k

; $

k

(h

�

0

)

�

; k = 1; : : : ; l;

where $

1

; : : : ; $

l

denote the fundamental weights of k. The above weights are the

dual basis to

h

0

= (0; h

�

0

;�1) and h

k

= (0; h

�

k

; 0); k = 1; : : : ; l:

The Casimir operator

In this subsection we will describe how to de�ne a Casimir operator for the

Lie algebras

e

L

pol

k

C

which will be used later on to show that certain contravariant

hermitian forms on lowest weight modules of this Lie algebra are positive de�nite.

We recall that the Casimir operator of k associated to an invariant non-

degenerate positive de�nite bilinear form � on k is given by




k

= �

1

2

N

X

j=1

e

�

j

e

j

;

where e

1

; : : : ; e

N

denotes a basis of k and e

�

1

; : : : ; e

�

N

denotes the dual basis of k

with respect to �. Then 


k

does not depend on the chosen basis and is a central
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element in the enveloping algebra U(k). This implies in particular that 


k

acts as a

scalar multiple of the identity in every �nite-dimensional irreducible representation

(�

�

; V

�

) of highest weight �. According to [PS86, Prop. 9.4.2], the corresponding

scalar is given by

c

�

=

1

2

�

k�� �k

2

� k�k

2

�

=

1

2

k�k

2

� �(�; �);

where � =

1

2

P

�2�

+

k

�.

To �nd an operator which has similar properties for the Lie algebra

e

L

pol

k, let

e

1

; : : : ; e

N

form an orthonormal basis in k, write e

n

j

:= z

n

e

j

, and let c 2 R denote

the eigenvalue of the Casimir operator 


k

in the adjoint representation acting on

k

C

. If k is simple, then we de�ne the Casimir operator of

e

L

pol

k

C

by


 := 


0

+ (I + ic)

d

dt

;

where I = (0; 0; 1) 2 t

c

is the generator of the center and




0

= �

N

X

j=1

X

n>0

e

n

j

e

�n

j

�

1

2

N

X

j=1

e

2

j

= �

N

X

j=1

X

n>0

e

n

j

e

�n

j

+ 


k

:

If k = k

1

� : : : � k

m

is the decomposition into the center k

1

and the simple

ideals k

j

, j � 2, then we obtain an action of the m-dimensional torus T

r

:=T

m

on

Lk

�

=

L

m

j=1

Lk

j

by rotations in each summand. Lifting this action to the central

extension

e

Lk we obtain a larger Lie algebra

e

t

r

n

e

Lk

�

=

(R

m

)n

e

Lk:

In this sense we de�ne the Casimir operator of

e

Lk as


 := 


0

+

m

X

j=1

(I + ic

j

)

d

dt

j

; where

d

dt

:=

m

X

j=1

d

dt

j

;

where c

j

are the eigenvalues of the Casimir operators on the ideals k

j

.

Lemma IV.12. If (�

�

; V

�

) is a lowest weight module of the Lie algebra

e

t

r

n

e

Lk

C

with lowest weight � = (n; �; h), h = (h; : : : ; h), then the Casimir operator 
 acts

on V by c

�

1, where

c

�

=

1

2

k�k

2

� �(�; �)�

m

X

j=1

(h+ c

j

)n

j

= c

�

�

m

X

j=1

(h + c

j

)n

j

:

If we put � = (0; �;�c), where c = (c

1

; : : : ; c

m

), then this can also be written as

c

�

=

1

2

�

k�� �k

2

� k�k

2

�

;

where the scalar product on

e

t

r

� t

k

�R

k

is given by

�

c

�

(n; �; h); (n

0

; �

0

; h

0

)

�

= �(�; �

0

)� hn; h

0

i � hn

0

; hi:

Proof. [PS86, Prop. 9.4.9]
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In the following we call a hermitian form h�; �i on a module of a real Lie

algebra g invariant if hX:v;wi = �hv;X:wi for all v; w 2 V , X 2 g. Note that this

means that it is contravariant for g

C

in the sense that

hX:v;wi = �hv;X:wi

holds for all v; w 2 V , X 2 g

C

, with respect to the natural extension of the

representation of g to g

C

.

Theorem IV.13. (Garland's Theorem) If (�

�

; V

�

) is a lowest weight module of

e

t

r

n

e

L

pol

k

C

such that

(i) � is antidominant, and

(ii) for each � 2 �

k

the representation of

e

Lk(�) integrates to a representation of

the associated simply connected group,

then each contravariant hermitian form on V

�

which is positive de�nite on a lowest

weight vector v

�

is positive de�nite.

Proof. By tensoring � with an appropriate one-dimensional representation of

e

t

r

, we may w.l.o.g. assume that � = (0; �; h).

Since V := V

�

is a lowest weight module, we conclude that V =

P

m2N

0

V (m)

and that V (0) is a lowest weight module of k

C

with lowest weight �. Since the set

of weights of V (0) in t is invariant under the Weyl group W, the module V (0)

is �nite-dimensional, hence an irreducible module for k

C

. Moreover, the Poincar�e-

Birkho�-Witt Theorem shows that the k

C

-submodules V (m), m 2 N, are �nite-

dimensional.

We show by induction over k that the hermitian form on V is positive de�nite

on the submodule V (k). Since the form is contravariant for

e

t

r

�t

k

, it su�ces to check

positivity on the weight spaces V

�

for

e

t

r

�t, where � = (m;�; h) and

P

m

j=1

m

j

= k.

Since these weight spaces can be decomposed as orthogonal sums, where each piece

is contained in an irreducible k

C

-submodule on which, according to the uniqueness

of the form on irreducible submodules, the form is either positive or negative, it

su�ces to assume that v

�

2 V

�

is a non-zero weight vector which is contained

in an irreducible k

C

-submodule. We may even assume that v

�

is a lowest weight

vector for the representation of k

C

on this irreducible submodule.

If k = 0, then the positivity of the form on V (0) follows from the positivity on

v

�

and the irreducibility of V (0) as a k

C

-module which implies the uniqueness of the

form up to a real scalar multiple. Thus we may assume that k > 0. We recall that

for each root � 2 �

k

the representation of

e

Lk(�) integrates to a representation of

the associated simply connected group, so that for each re
ection s

�

2 W

a�

there

exists an operator es

�

on V leaving the form invariant and which has the property

that

es

�

:V

�

= V

s

�

:�

:

If � 2 �

+

Lk

n�

k

, then � has positive energy. If �(h

�

) > 0, then

s

�

:� = �� h�; h

�

i�
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has lower energy. Hence our induction proves that

hv

�

; v

�

i = hes

�

:v

�

; es

�

:v

�

i > 0:

Thus we may from now on assume in addition that �(h

�

) � 0 for all � 2 �

+

Lk

n�

k

.

Since our assumption that v

�

is a k

C

-lowest weight vector implies that �(h

�

) � 0

holds for all � 2 �

+

k

, we see that � is an antidominant weight.

Now we have




k

:v

�

=

1

2

�

k�� �k

2

� k�k

2

�

v

�

and so we obtain with


 = �

N

X

j=1

X

n>0

e

n

j

e

�n

j

+ 


k

+

m

X

j=1

(I + ic

j

)

d

dt

j

;

and Lemma IV.12 that

c

�

hv

�

; v

�

i =h
:v

�

; v

�

i =

�

c

�

�

m

X

j=1

(h+ c

j

)m

j

�

hv

�

; v

�

i �

N

X

j=1

X

n>0

he

n

j

e

�n

j

:v

�

; v

�

i

=c

�

hv

�

; v

�

i +

N

X

j=1

X

n>0

he

�n

j

:v

�

; e

�n

j

:v

�

i � c

�

hv

�

; v

�

i

because he

�n

j

:v

�

; e

�n

j

:v

�

i � 0 by the induction hypothesis. To show that hv

�

; v

�

i

is non-negative, it now su�ces to prove that c

�

> c

�

: In the notation from above

we have

2(c

�

� c

�

) = k�� �k

2

� k�� �k

2

= �h� + � � 2�; �� �i:

This expression is positive because �� � is a sum of positive roots, and

h� + �� 2�; �i < 0

follows for each simple root � from the antidominance of � and � together with

the fact that h�; �i = 1.

This proves that hv

�

; v

�

i � 0. If hv

�

; v

�

i = 0, then we have equality in the

above chain of inequalities and hence

he

�n

j

:v

�

; e

�n

j

:v

�

i = 0

for all j = 1; : : : ; N and n > 0. Thus v

�

is a lowest weight vector for the whole Lie

algebra

e

L

pol

k

C

. Since 
 acts by the scalar c

�

on V

�

and by the scalar c

�

on the

lowest weight module generated by v

�

(Lemma IV.12), we conclude that c

�

= c

�

,

contradicting the observation made above. This proves that h�; �i is positive de�nite

on V

�

.
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We will see in Theorem V.6 that the antidominance of � 2

b

T

b

LK

implies the

existence of a lowest weight module satisfying the assumptions of Theorem IV.13.

In general not every lowest weight module with lowest weight � has this property.

For instance Verma modules do not (cf. [PS86]).

It is an interesting consequence of the assumptions (i) and (ii) in Theorem

IV.13 that the lowest weight module V

�

is irreducible. Otherwise there would be

a lowest weight module V

�

properly contained in V

�

, and this is exactly what we

have shown to be impossible in the last part of the proof.

V. Representations of involutive semigroups

Before we start with the detailed analysis of the positive energy representations of

the group

b

LK, we need some background from the abstract theory of representa-

tions of involutive semigroups. This background will make the constructions and

results in Section VI more transparent.

De�nition V.1. An involutive semigroup is a semigroup S endowed with an

involutive antiautomorphism s 7! s

�

, which means that (s

�

)

�

= s and (st)

�

= t

�

s

�

holds for s; t 2 S.

Example V.2. (a) If G is a group and � is an involutive automorphism of G,

then g

�

:= � (g)

�1

de�nes the structure of an involutive group on G. A particularly

important case is � = id

G

.

The examples that will play a central role in Section VI are the groups

e

LK

C

with 


�

= 


�1

, where g 7! g denotes complex conjugation with respect to the real

form

e

LK. Sometimes we will also consider the extended group T

r

n

e

LK

C

, with

(R

�

; 
)

�

= (R

��

; R

�

:


�

):

Note that on the subgroup

b

LK =T

r

n

e

LK this involution is the inversion.

(b) Let g be a complex Lie algebra endowed with an involutive antilinear anti-

isomorphism !: g ! g. Then ! induces an involutive antilinear antiisomorphism

D 7! D

�

on the enveloping algebra U(g) satisfying X

�

= !(X) for all X 2 g.

If g = h

C

is the complexi�cation of a real Lie algebra, then !(X) = �X , where

X denotes complex conjugation, de�nes an involutive antilinear antiisomorphism

of g. Conversely, each involutive antilinear antiisomorphism! de�nes the real form

h := fX 2 g:!(X) = �Xg.

The example that will arise in Section VI is the Lie algebra g =

b

Lk

C

with the

real form

b

Lk.

(c) Let V be a pre-Hilbert space. We write B

0

(V ) � End

C

(V ) for the set of all

linear operators A on V for which there exists an operator A

]

2 End

C

(V ) with

hA:v; wi = hv;A

]

:wi for all v; w 2 V . Note that such an operator A

]

is uniquely
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determined by this property whenever it exists. It is easy to see that B

0

(V ) is an

involutive semigroup with respect to the involution A 7! A

]

and composition of

operators (cf. [Ne99, Lemma II.3.2]).

De�nition V.3. (a) Let M be a set. A function Q:M � M ! C is called

a positive de�nite kernel if for each �nite subset fx

1

; : : : ; x

n

g � M the matrix

�

Q(x

i

; x

j

)

�

i;j=1;:::;n

is positive semide�nite. This condition is equivalent to the

following one (cf. [Ne99, Th. I.1.6]): There exists a Hilbert space H � C

M

with

continuous point evaluations represented by the functions Q

x

: y 7! Q(y; x), i.e.,

f(x) = hf;Q

x

i for all f 2 H. Then Q is called the reproducing kernel of H and

since H is, as a subspace of C

M

, uniquely determined by Q, we put H

Q

:= H and

call it the reproducing kernel space associated to Q. The dense subspace of H

Q

spanned by the functions Q

x

, x 2M , is denoted H

0

Q

.

(b) A function ':S ! C on an involutive semigroup S is called positive de�nite if

the kernel Q:S � S ! C de�ned by Q(s; t) := '(st

�

) is positive de�nite.

(c) If we have a left action S �M ! M of an involutive semigroup S on the set

M , then a function Q:M �M ! C is called an invariant kernel if

Q(s:x; y) = Q(x; s

�

:y)

for x; y 2 M and s 2 S. This terminology is inspired by the group case where

g

�

= g

�1

, so that invariance means that Q(g:x; g:y) = Q(x; y) for all g 2 G.

(d) If (S; �) is an involutive semigroup, then a morphism of involutive semigroups

�:S ! B

0

(V ) is called a hermitian representation of S on the pre-Hilbert space

V . This means that � is a homomorphism of semigroups and that �(s)

]

= �(s

�

)

for all s 2 S.

The following lemma relates the invariance of a positive de�nite kernel to the

existence of certain hermitian representations ([Ne99, Prop. II.4.3]).

PropositionV.4. Let Q be a positive de�nite kernel on the setM and S�M !

M a left action of the involutive semigroup S. Then Q is invariant if and only if

the action of S on C

M

given by s:f(x) := f(s

�

:x) leaves the space

H

0

Q

= spanfQ

x

:x 2Mg

invariant and de�nes on this spaces a hermitian representation (�;H

0

Q

). In this

case we have �(s):Q

x

= Q

s:x

for x 2 X and s 2 S.

Remark V.5. We note that for each hermitian representation (�; V ) of the

involutive semigroup S and v 2 V the function de�ned by '

v

(s) := h�(s):v; vi is

positive de�nite.

If, conversely, S has an identity element 1 and ' is a positive de�nite function

on S, then the kernel de�ned by Q(s; t) := '(st

�

) is positive de�nite and invariant

under the left action of S on S given by s:x := xs

�

. Since ' = Q

1

2 H

0

Q

is
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contained in the corresponding pre-Hilbert space on which the action of S is given

by (s:f)(x) := f(xs), we obtain

hs:'; 'i = hs:';Q

1

i = (s:')(1) = '(s):

So far these concepts do not refer to any topology or di�erentiable structure

on the semigroups or the spaces involved. Now we turn to the additional proper-

ties of the representation that will be available if the kernels of the actions have

additional regularity properties.

De�nition V.6. Let M be a complex manifold (modeled over a sequentially

complete locally convex space). We write M for the same manifold endowed with

the opposite complex structure, i.e., the identity id

M

:M !M is an antiholomor-

phic map.

A kernel Q:M�M ! C is called holomorphic if it is holomorphic as a function

M �M ! C . This means that it is holomorphic in the �rst and antiholomorphic

in the second argument.

Proposition V.7. Let Q be a continuous positive de�nite kernel on the topolog-

ical space M satisfying the �rst countability axiom. Then the following assertions

hold:

(i) The Hilbert space H

Q

consists of continuous functions onM and the inclusion

H

Q

! C(M ) is continuous if C(M ) is endowed with the topology of uniform

convergence on compact subsets of M .

(ii) If G � M ! M is an action of the topological group G on M leaving Q

invariant, then (g:f)(x) := f(g

�1

:x) de�nes a unitary representation of G

on H

Q

which is continuous in the sense that the map G � H

Q

! H

Q

is

continuous.

Proof. (i) Since Q is continuous, we �nd for each compact subset C � M a

constant c > 0 with Q(x; x) � c for all x 2 C. For f 2 H

Q

we then have

jf(x)j = jhf;Q

x

ij � kfk � kQ

x

k = kfk

p

hQ

x

; Q

x

i = kfk

p

Q(x; x) �

p

ckfk:

This proves that the mappingH

Q

! C

M

is continuous with respect to the topology

of uniform convergence on compact subsets ofM on the space C

M

. For each x 2M

the function Q

x

: y 7! Q(y; x) is continuous. Therefore the statement follows from

the closedness of C(M ) in C

M

which is the same as the completeness of C(M ) (cf.

[Ne00a, Prop. II.12(i)]).

(ii) For each pair x; y 2M the function

G! C ; g 7! hg:Q

x

; Q

y

i = hQ

g:x

; Q

y

i = Q(y; g:x)

is continuous and since G acts by isometries on H

Q

, it follows that the represen-

tation G ! U (H

Q

) is continuous if U (H

Q

) is endowed with the weak operator
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topology which on U (H

Q

) coincides with the strong operator topology. Hence it

su�ces to show that with respect to this topology the action map

U (H

Q

)�H

Q

!H

Q

; (g; v) 7! g:v

is continuous. In fact, suppose that v

n

! v and g

i

! g. Then

kg

i

:v

n

� g:vk � kg

i

:(v

n

� v)k + k(g

i

� g):vk = kv

n

� vk+ k(g

i

:� g):vk ! 0:

This completes the proof.

Proposition V.8. If Q is a holomorphic positive de�nite kernel on the complex

Fr�echet manifold M , then H

Q

consists of holomorphic functions on M and the

inclusion H

Q

! Hol(M ) is continuous if Hol(M ) is endowed with the topology of

uniform convergence on compact subsets of M .

Proof. Since Q is holomorphic, it is in particular continuous, and Proposition

V.7 applies and shows that H

Q

� C(M ) and that H

Q

! C(M ) is continuous

with respect to the topology of uniform convergence on compact sets. Now the

assertion follows from the observation that the dense subspace H

0

Q

consists of

holomorphic functions and the closedness of Hol(M ) in C

M

, which is the same as

the completeness of Hol(M ) (cf. [Ne00a, Th. III.9]).

VI. Borel{Weil theory

In this section we turn to the Borel{Weil theory for loop groups. This means that

we study representations that can be realized in certain homogeneous complex line

bundles for loop groups. One of the main points of these constructions is that once

the appropriate geometric information on this homogeneous space is available,

then everything works quite analogous to the �nite-dimensional case.

First we explain how to construct certain complex line bundles parametrized

by the characters � of the torus T

b

LK

. We then study the corresponding represen-

tation of

b

LK in the space �

�

of holomorphic sections. Finally we derive a criterion

for the corresponding space to be non-zero (Theorem VI.8). In Section VII we will

see that in some sense the representations obtained by this construction exhaust

all irreducible representations with positive energy.

We recall how the fundamental homogeneous space LK=T

K

of the loop group

LK can be realized as a homogeneous space of the complexi�ed loop group LK

C

.

De�nition VI.1. Let B

+

0

� K

C

be the Borel subgroup with the Lie algebra

b

+

0

:= t

C

�

P

�2�

+

k

k

�

C

, i.e., the Borel subalgebra of k

C

corresponding to the positive
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system �

+

k

. We write N

�

0

� K

C

for the nilpotent subgroup corresponding to the

nilpotent Lie algebra

n

�

0

=

X

�2�

�

k

k

�

C

:

In LK

C

we consider the subgroup B

+

consisting of all smooth boundary

values of holomorphic maps 
: fz 2 C : jzj < 1g ! K

C

with 
(0) 2 B

+

0

. Its Lie

algebra is given by

b

+

:=

n

1

X

k=0

z

k

a

k

2 Lk

C

: a

k

2 k

C

; a

0

2 b

+

0

o

:

Likewise we consider the subgroup N

�

� LK

C

consisting of all smooth boundary

values of holomorphic maps 
: fz 2 C : jzj > 1g[f1g ! K

C

with 
(1) 2 N

�

0

. Its

Lie algebra is given by

n

�

:=

n

X

k�0

z

k

a

k

2 Lk

C

: a

k

2 k

C

; a

0

2 n

�

0

o

:

Similarly one de�nes the subgroup N

+

:= f
 2 B

+

: 
(0) 2 N

+

0

g with the Lie

algebra

n

+

=

n

X

k�0

z

k

a

k

2 Lk

C

: a

k

2 k

C

; a

0

2 n

+

0

o

:

The appendix of [GW84] contains a detailed discussion of this group.

The inclusions N

�

0

,! N

�

(as constant maps) are homotopy equivalences via

the map

H:N

�

� [0; 1]! N

�

0

; (
; t) 7! (z 7! 
(tz)); jzj � 1:

Since N

�

0

are unipotent, hence contractible, it follows that the groups N

�

are

contractible and in particular simply connected.

Proposition VI.2. The following assertions hold:

(i) The exponential functions of the subgroups B

+

and N

�

are local di�eomor-

phisms in 0.

(ii) The multiplication map N

�

�B

+

! LK

C

is a di�eomorphism onto an open

subset of LK

C

.

(iii) B

+

\ LK = T

K

.

(iv) The group LK

C

acts transitively on LK=T

K

, which leads to a di�eomorphism

Y := LK

C

=B

+

�

=

LK=T

K

.

Proof. [PS86, Th. 8.7.2].
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We write q:

e

LK

C

! LK

C

for the quotient mapping de�ning the central ex-

tension (2.6). Let

e

K

C

:= q

�1

(K

C

) and

e

T

C

:= q

�1

(T

C

). Then

f1g ! (T

c

)

C

�

=

C

�

����!

e

K

C

q

����!K

C

! f1g

is a central extension of the connected complex groupK

C

whose Lie algebra cocycle

is trivial. If K and hence K

C

is simply connected, then this extension splits, and

e

K

C

�

=

K

C

� (T

c

)

C

, where K

C

�

=

(

e

K

C

;

e

K

C

) is the commutator subgroup. In this

case we also have

e

T

C

�

=

T

C

� (T

c

)

C

�

=

(T �T

c

)

C

:

Now let � 2

b

T

b

LK

be a character which is trivial on the rotation group T

r

.

Then � extends to a holomorphic character of the complexi�cation

e

T

C

=

e

T exp(i

e

t).

Since the following diagram which is de�ned by the evaluation and inclusion mor-

phisms in the bottom row and the corresponding pullbacks in the top row is

commutative, we have a holomorphic homomorphism

e

B

+

!

e

T

C

which permits us

to extend holomorphic characters from

e

T

C

to

e

B

+

by pulling them back.

e

B

+

����!

e

B

+

0

����!

e

T

C

,!

e

LK

C

?

?

y

q

?

?

y

q

?

?

y

q

?

?

y

q

B

+

eval

����! B

+

0

= N

+

0

o T

C

����! T

C

,! LK

C

:

De�nition VI.3. In view of the preceding discussion, we may consider � as a

holomorphic character of the group

e

B

+

. Let

L

�

:=

e

LK

C

�

e

B

+

C !

e

LK

C

=

e

B

+

�

=

LK

C

=B

+

= Y:

denote the associated holomorphic line bundle, i.e., the quotient of

e

LK

C

�C modulo

the action of

e

B

+

which is given by

b:(g; z) =

�

gb

�1

; �(b):z

�

:

The coordinates on this bundle can be obtained by using Proposition VI.2(ii).

Since the central subgroup C

�

= (T

c

)

C

of

e

LK

C

is contained in

e

B

+

, we obtain a

natural isomorphism

e

LK

C

=

e

B

+

! LK

C

=B

+

:

Lemma VI.4. The natural holomorphic action of the complex group

e

LK

C

on the

bundle L

�

can be extended to the group T

r

n

e

LK

C

by holomorphic automorphisms

via

R

�

:[g; z] := [R

�

:g; z]:

Proof. First we observe that �(R

�

bR

��

) = �(b) for all b 2

e

B

+

follows from the

fact that T

r

acts trivially on T �T

c

. We let T

r

act on

e

LK

C

� C by R

�

:(g; z) :=
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(R

�

:g; z), where the action ofT

r

on

e

LK

C

is the canonical lift of the rotation action

on LK

C

(cf. Section II). Then

R

�

:

�

b:(g; z)

�

= R

�

:

�

gb

�1

; �(b):z

�

=

�

R

�

gb

�1

R

��

; �(b):z

�

=

�

R

�

gR

��

R

�

b

�1

R

��

; �(R

�

:b):z)

�

= (R

�

:b):

�

R

�

:(g; z)

�

implies that the action of T

r

on

e

LK

C

� C factors to an action on the bundle L

�

given by R

�

:[g; z] := [R

�

:g; z]. This is an action by holomorphic automorphisms.

We thus obtain an action of the group T

r

n

e

LK

C

by holomorphic automorphisms

of the bundle L

�

over LK

C

=B

+

.

Lemma VI.5. Let �

�

denote the space of all holomorphic sections of L

�

. We

identify this space with a space of holomorphic functions on LK

C

by assigning to

a section s:

e

LK

C

! L

�

the function f

s

2 Hol(

e

LK

C

) de�ned by

s(g

e

B

+

) = [g; f

s

(g)]:

Then a holomorphic function f on

e

LK

C

de�nes a section of L

�

if and only if

[gb

�1

; f(gb

�1

)] = [g; f(g)]

for all b 2

e

B

+

and g 2

e

LK

C

, and this is equivalent to

f(gb

�1

) = �(b)f(g)

for g 2

e

LK

C

, b 2

e

B

+

.

Proposition VI.6. We endow the space Hol(

e

LK

C

) with the topology of uniform

convergence on compact sets. Then the following assertions hold:

(i) The space Hol(

e

LK

C

) is a complete locally convex space, the natural action of

T

r

n

e

LK

C

induced by the action on

e

LK

C

is continuous, and the action map

e

LK

C

� Hol(

e

LK

C

)! Hol(

e

LK

C

)

is holomorphic.

(ii) The subspace �

�

� Hol(

e

LK

C

) is a closed left invariant subspace, hence a

complete locally convex space.

Proof. (i) The completeness of Hol(

e

LK

C

) follows from [Ne00a, Th. III.11] be-

cause

e

LK

C

is modeled over the Fr�echet space

e

Lk

C

. The remaining assertions follow

from [Ne00a, Th. III.14].

(ii) This follows from the fact that the functions f 2 �

�

are characterized by the

condition that for all b 2

e

B

+

and g 2

e

LK

C

we have f(gb

�1

) = �(b)f(g).
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Remark VI.7. We note that multiplying the character � with a character � 2

b

T

r

of the group T

r

of rotations corresponds to tensoring the corresponding represen-

tation of

b

LK with the one-dimensional representation de�ned by the characer of

� of T

r

�

=

b

LK=

e

LK. Therefore we may w.l.o.g. assume in the following that � is a

character of the form (0; �; h), i.e., trivial on T

r

.

Theorem VI.8. If � = (0; �; h) and �

�

6= f0g, then the following assertions

hold:

(i) � is antidominant.

(ii) The representation of

b

LK on �

�

is a positive energy representation.

(iii) �

�

(0) is an irreducible representation of K �T

c

of lowest weight (�; h).

(iv) If � is a weight of �

�

, then � � � is a sum of positive roots.

(v) The module �

�

is of �nite type in the sense that dim�

�

(n) <1 holds for all

n 2 N.

(vi) �

�

contains up to scalar multiple exactly one lowest weight vector f . As a

function on

e

LK

C

, this function is characterized by

(6:1) f(n

�

tn

+

) = �(t)f(1)

for n

�

2 N

�

, t 2

e

T

C

and n

+

2 N

+

.

Proof. (i) Let � = (k; �) 2 �

+

Lk

and K

C

(�) �

e

LK

C

the corresponding 3-di-

mensional complex subgroup. Since �

�

is a left invariant subspace of Hol(

e

LK

C

),

our assumption implies that it contains a function f with f(1) 6= 0.

The subalgebra b(�) := Ch

�

+ k

�

C

z

k

is a Borel subalgebra of the three-

dimensional simple complex Lie algebra k

C

(�). Let B(�) denote the corresponding

Borel subgroup of K

C

(�). Then the restriction of �

�

to K

C

(�) is non-zero and

contained in the space

�(�) := ff 2 Hol

�

K

C

(�)

�

: (8b 2 B(�))f(gb

�1

) = �(b)f(g)g:

Now the �nite-dimensional Borel{Weil Theory shows that the fact that this space

is non-zero implies that �(h

�

) 2 �N

0

. We conclude that � is antidominant.

(ii) If N

�

is the subgroup de�ned above, then we will need the fact that U :=

N

�

B

+

=B

+

� Y := LK

C

=B

+

is an open dense subset and that N

�

can also

be identi�ed with a subgroup of the central extension

e

LK

C

because the cocycle

de�ning the central extension is trivial on its Lie algebra n

�

, and the group N

�

is simply connected, so that

e

N

�

�

=

C

�

� N

�

. Here we refer to [Ne00b, Th. V.4]

for the fact that central extensions of simply connected Lie groups with trivial Lie

algebra cocycles are trivial.

Now we consider the following sequence of maps:

(6:2) �

�

�

����!Hol(N

�

)

�

����!Hol(n

�

)




����!

Y

p�0

S

p

(n

�

)

0

;

43



where �(f) = f j

N

�
is the restriction map, �(f) = f � exp

N

�
, where exp: n

�

!

N

�

is the holomorphic exponential function of the group N

�

which is a local

di�eomorphism (Proposition VI.2) and 
 is de�ned by the Taylor expansion of a

holomorphic function on the complex Fr�echet space n

�

, where S

p

(n

�

)

0

denotes the

vector space of symmetric p-linear continuous maps (n

�

)

p

! C . Let � := 
 �� ��.

Since U = N

�

B

+

=B

+

is open in Y = LK

C

=B

+

, the set N

�

e

B

+

�

e

LK

C

is open.

Hence the maps � and � are injective. Moreover, if f 2 Hol(n

�

), then f is uniquely

determined by its Taylor expansion because this holds for the restriction of f to

each one-dimensional subspace. Therefore � is a T

r

-equivariant injection

�

�

!

Y

p�0

S

p

(n

�

)

0

:

Next we explain how the action of the torus T

b

LK

on �

�

can also be seen

on the spaces on the right hand side of (6.2). If s is a section of L

�

and f the

corresponding holomorphic function on

e

LK

C

, then t 2 T

b

LK

acts on s via

(t:s)(gB

+

) := t:s(t

�1

gB

+

) = t:

�

s(t

�1

gtB

+

)

�

= t:[t

�1

gt; f(t

�1

gt)] = [gt; f(t

�1

gt)] = [g; �(t)f(t

�1

gt)]:

Thus � is equivariant with respect to the action of T

b

LK

on Hol(N

�

) given by

(t:f)(n) := �(t)f(t

�1

nt):

Similarly � is equivariant with respect to the action of T

b

LK

on Hol(n

�

) given by

(t:f)(X) := �(t)f

�

Ad(t

�1

):X

�

:

Since the spaces S

p

(n

�

)

0

are subspaces of Hol(n

�

), this formula also de�nes an

action of T

b

LK

on these spaces, hence on their cartesian products, and we see that

� and 
 are equivariant with respect to these actions.

To see that the module �

�

is of positive energy, it now su�ces to see that

the module on the right hand side has this property because � is injective and

T

r

-equivariant. In view of � = (0; �; h), for t 2T

r

we have

(t:f)(X) := f

�

Ad(t

�1

):X

�

:

The t

r

-weights for the action on the space

n

�

= n

�

0

+

X

k<0

k

C

z

k

are contained in �N

0

, so that the corresponding action on the dual has weights in

N

0

. So the weights on the spaces S

p

(n

�

)

0

are sums of non-negative integers and
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therefore non-negative integers. This shows that the representation of T

r

on the

product of the space S

p

(n

�

)

0

has only non-negative weights. This proves that �

�

is a positive energy module.

(iii) The T

r

-equivariance of � implies that it maps �

�

(0) into

�

Y

p2N

0

S

p

(n

�

)

0

�

(0) =

Y

p2N

0

S

p

(n

�

)

0

(0)

�

=

Y

p2N

0

S

p

(n

�

0

)

0

(0):

We conclude that each function f 2 �

�

(0) restricts to a function on N

�

which

factors over the evaluation morphism N

�

! N

�

0

; 
 7! 
(1) (cf. [Ne00a, Prop.

IV.9(ii)]). Hence the K �T

c

-representation on the space �

�

(0) can be realized on

the space Hol(N

�

0

), where it corresponds to the action of K � T

c

on the space

�

0

(�;h)

of holomorphic sections of the bundle

L

(�;h)

= K

C

�

B

+

0

C ! K

C

=B

+

0

:

The Borel{Weil Theorem for �nite-dimensional groups now implies that the rep-

resentation of K � T

c

on �

0

(�;h)

is irreducible with lowest weight (�; h). Since

�

�

(0) embeds into this space in a (K �T

c

)-equivariant way, we conclude that the

embedding is surjective, which proves (iii).

(iv) In view of the T

b

LK

-equivariance of �, it su�ces to prove the corresponding

statement for the representation of T

b

LK

on

Q

p2N

S

p

(n

�

)

0

:

The weights for the adjoint action of T

b

LK

on the symmetric algebra S(n

�

)

are given as sums of negative roots in �

�

Lk

. Hence the weights on the dual space

are sums of positive roots and so the same holds for the weights on the product

Q

p2N

S

p

(n

�

)

0

. This proves (iv).

(v) First we note that the subspace �

�

(n) is K

C

-invariant for all n 2 N. Since the

group K is compact, the Big Peter{Weyl Theorem ([HoMo98, Th. 3.51]) applies

to the representation of K on this space and shows that the sum of all irreducible

�nite-dimensional subspaces is dense. The representations of K

C

on these spaces

are lowest weight representations. Thus each one contains a one-dimensional sub-

space of N

�

0

-�xed points. Therefore to show that �

�

(n) is �nite-dimensional, it

su�ces to show that the subspace �

�

(n)

N

�

0

of N

�

0

-�xed vectors in this space is

�nite-dimensional.

To see how this space looks like, we follow the action of N

�

0

through the

mappings �, � and 
. The action of N

�

on Hol(N

�

) which makes � equivariant

is simply the action by left translations (n:f)(x) := f(n

�1

x). Hence the N

�

0

-�xed

points are the functions which are invariant on the N

�

0

-right cosets N

�

0

n, n 2 N

�

.

Since N

�

�

=

N

�

1

o N

�

0

is a semidirect product, where N

�

1

� N

�

is the kernel of

the natural map to N

�

0

, the N

�

0

-�xed points correspond to functions on the group

N

�

1

with Lie algebra

n

�

1

=

X

k<0

k

C

z

k

�

=

k

C


 z

�1

C [z

�1

]:
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Form that we conclude that the weights of T

r

on this space lie in �N, hence that

the weights of T

r

on S

p

(n

�

1

)

0

are contained in p+N. Therefore

�

Y

p2N

0

S

p

(n

�

1

)

0

�

(n) =

Y

p2N

0

S

p

(n

�

1

)

0

(n)

�

=

n

X

p=0

S

p

(n

�

1

)

0

(n):

Further

S

p

(n

�

1

) � (n

�

1

)


p

= (k

C

)


p




�

z

�1

C [z

�1

]

�


p

;

and

�

(k

C

)


p




�

z

�1

C [z

�1

]

�


p

�

(�n)

�

=

(k

C

)


p


 P

n

;

where P

n

is linearly isomorphic to the space of all polynomials in z

�1

1

; : : : ; z

�1

p

of

degree n. Since this space is �nite-dimensional, the spaces S

p

(n

�

1

)

0

(n), p � n, are

also �nite-dimensional, and thus �

�

(n)

N

�

0

is �nite-dimensional because it embeds

in a �nite sum of these spaces.

(vi) If f 2 �

�

is a lowest weight vector, then on the open subset N

�

e

B

+

=

N

�

e

T

C

N

+

�

e

LK

C

this function satis�es (6.1) because n

�

:f = f0g implies that

f is constant on the cosets N

�

g of N

�

(cf. [Ne00a, Prop. IV.9(ii)]). We conclude

in particular that f is uniquely determined by f(1).

To prove the existence of f , we recall from (iii) that the representation of

K � T

c

on �

�

(0) is an irreducible representation of lowest weight (�; h). Using

Proposition IV.6, we �nd a lowest weight vector f 2 �

�

(0) for

b

LK. This proves

(vi).

Theorem VI.9. If �

�

6= f0g, then the following assertions hold:

(i) The module �

�

is essentially unitary in the sense that there exists a dense

b

LK-invariant reproducing kernel Hilbert space H

�

� �

�

on which

b

LK acts

continuously by an irreducible unitary representation.

(ii) The representation of

b

LK on �

�

is irreducible.

(iii) The antidual �

]

�

, i.e., the space of all continuous antilinear functionals on

�

�

, can be identi�ed with a subspace of H

�

in such a way that it contains the

dense subspace H

0

�

spanned by the point evaluations.

Proof. In view of Remark VI.7, we may w.l.o.g. assume that � = (0; �; h). Let

�(0) := �

�

(0) � � := �

�

denote the energy subspace of degree 0. Using Theorem

VI.8(vi), we choose a lowest weight function f 2 �(0) which is normalized by

f(1) = 1.

As a crucial piece of the proof, we will show below that the function f is a

holomorphic positive de�nite function on the complex group

e

LK

C

endowed with

the antiholomorphic involution given by g

�

:= g

�1

, where g denotes complex con-

jugation with respect to the real subgroup

e

LK. The di�erential of this involution

is an antilinear involution on the Lie algebra level which is denoted X 7! X

�

. For
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X 2

e

Lk we have X

�

= �X. Since �(t

�

) = �(t) for all t 2

e

T

C

, and (N

+

)

�

= N

�

,

formula (6.1) implies that

(6:3) f(g

�

) = f(g)

for all g 2

e

N

�

e

B

+

and hence for all g 2

e

LK

C

because both sides are antiholo-

morphic function which agree on an open subset of

e

LK

C

(cf. [Ne00a, Lemma

III.13(ii)]).

For b 2

e

B

+

this implies that

(b:f)(g) = f(b

�

g) = f(g

�

b) = �(b

�1

)f(g

�

) = �(b

�1

)f(g);

i.e.,

(6:4) b:f = �(b

�1

)f:

Now let �

]

denote the antidual of the locally convex space �, i.e., the space

of all continuous antilinear functionals �! C . We de�ne a map

�: �

]

! Hol(

e

LK

C

); �(�)(g) := �(g:f):

Since the orbit map

e

LK

C

! �; g 7! g:f is holomorphic (Proposition VI.6) and

g 7! g is antiholomorphic, the functions �(�) are indeed holomorphic functions on

e

LK

C

. We claim that �: �

]

! � is an

e

LK

C

-equivariant map, where

e

LK

C

acts on

�

]

via (g:�)(v) := �(g

�

:v). For the continuity of this action we refer to [Ne00a,

Lemma IV.4(ii)].

The inclusion �(�) 2 � follows from the observation that for b 2

e

B

+

and

g 2

e

LK

C

we have in view of (6.4):

�(�)(gb

�1

) = �(gb

�1

:f) = �

�

g�(b):f

�

= �(b)�

�

g:f

�

= �(b)�(�)(g):

The equivariance of � follows from

�

g:�(�)

�

(x) = �(�)(g

�1

x) = �(g

�1

x:f) = (g:�)(x:f) = �(g:�)(x)

for g 2

e

LK

C

. The continuity of the representation on � implies that for each

compact subset C �

e

LK

C

the subset C:f � � is compact (cf. Proposition IV.1),

hence that � is continuous.

Now we can de�ne a sesquilinear form on �

]

by

h�; �

0

i := �

�

�(�

0

)

�

:

Note that this form is sesquilinear because � is linear and � is antilinear. Our

major goal is to show that this form turns �

]

into a pre-Hilbert space such that

the representation of

e

LK

C

is hermitian (cf. De�nition IV.3(d)).
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First we show that this form is hermitian. For g 2

e

LK

C

let �

g

2 �

]

be de�ned

by �(g)(f) = f(g). Then

h�

g

; �

g

0

i = �

g

�

�(�

g

0

)

�

= �(�

g

0

)(g) = �

g

0

(g:f)

= (g:f)(g

0

) = f(g

�

g

0

) = f(g

0

�

g) = h�

g

0

; �

g

i:

We endow the space �

]

with the topology of compact convergence. Then the form

h�; �i is separately continuous in each argument. In fact, the continuity in the �rst

argument is trivial, whereas the continuity in the second argument follows from

the continuity of �.

The subset f�

g

: g 2

e

LK

C

g � �

]

spans a dense subspace because its annihi-

lator in � is trivial and � can be identi�ed with the antidual of �

]

([Ne00a, Th.

II.8(ii)]). This proves that

h�

g

; �

0

i = h�

0

; �

g

i

holds for all g 2

e

LK

C

, �

0

2 �

]

, and applying the same argument a second time,

that

h�; �

0

i = h�

0

; �i

for �; �

0

2 �

]

, i.e., that h�; �i is a hermitian form on �

]

.

That the representation of

e

LK

C

on �

]

is hermitian with respect to this form

follows from

hg:�; �

0

i = (g:�)

�

�(�

0

)

�

= �

�

g

�

:�(�

0

)

�

= �

�

�(g

�

:�

0

)

�

= h�; g

�

:�

0

i

for �; �

0

2 �

]

and g 2

e

LK

C

, where we have used that � is equivariant.

The hardest part is to show that the hermitian form that we have constructed

on �

]

is positive de�nite. This is the point where we have to use the essential pieces

of information from Lie algebra representation theory and in particular Garland's

Theorem. We write �

]

(n) � �

]

for the energy subspace of degree n with respect

to the action of T

r

de�ned by (t:�)(v) := �(t

�1

:v). Then the sesquilinear pairing

�

]

� �! C is invariant under T

r

and so we see that h�

]

(n);�(m)i 6= f0g implies

n = m. Since all the spaces �(n) are �nite-dimensional (Theorem VI.8(v)) and

their sum is a dense subspace of �, we conclude that �

]

(n)

�

=

�(n)

]

, hence that

�

]

(n) is �nite-dimensional.

The Lie algebra

e

Lk

C

acts naturally on Hol(

e

LK

C

) by right-invariant vec-

tor �elds which is compatible with the derived action of the Lie algebra on �

(cf. Proposition VI.6). Since the elements of the Lie algebra act by continuous

endomorphisms of � = �

1

, where the latter space carries the subspace topol-

ogy of C

1

(

e

LK

C

;�) (cf. [Ne00a, Rem. IV.7]), they also act on �

]

� �

�1

by

(X:�)(v) := �(X

�

:v), where X

�

= �X and �

�1

:= (�

1

)

]

denotes the space of

all continuous antilinear functionals on �

1

. Since for this action the map

e

Lk

C


 �

�1

! �

�1

48



is also T

r

-equivariant, it follows as in Lemma IV.4 that the �nite energy subspace

�

�

�1

is invariant under the subalgebra

e

L

pol

k

C

. Note that the �nite dimensionality

of the subspaces �

�1

(n)

�

=

�(n)

]

implies that �

�1

(n) = �

]

(n), hence that

�

�

�1

=

�

�

]

.

We write F �

�

�

]

for the

e

L

pol

k

C

-submodule generated by �

1

. From

(t:�

1

)(h) = �

1

(t

�1

:h) = (t

�1

:h)(1) = h(1) = �

1

(h)

for t 2 T

r

and h 2 � we conclude that �

1

2 �

]

(0), hence that F is aT

r

-submodule

of

�

�

]

.

We claim that F is dense in �

]

. First we show that F is

e

LK

C

-invariant. The

annihilator F

?

of F in � is clearly invariant under the Lie algebra

e

L

pol

k

C

. Since for

each v 2 � the orbit map

e

Lk

C

! �; X 7! X:v = d'

v

(1)(X), where '

v

: g 7! �(g):v

is the orbit map, is continuous ([Ne00a, Cor. IV.6]), the density of

e

L

pol

k

C

in

e

Lk

C

(Lemma III.1) implies that for each v 2 F

?

we also have

e

Lk

C

:v � F

?

, i.e., that

F

?

is invariant under

e

Lk

C

. In view of the fact that

e

LK

C

has a good exponential

function (Theorem II.1), and the orbit maps of elements in � � Hol(

e

LK

C

) are

holomorphic, [Ne00a, Th. III.11] implies that F

?

is also invariant under the group

e

LK

C

. Further duality implies that F = (F

?

)

?

is invariant under

e

LK

C

(cf. [Ne00a,

Th. II.8(ii)]). Since F �

�

� contains the functional �

1

: f 7! f(1) which clearly is

cyclic for

e

LK

C

because the annihilator of its orbit is trivial, we see that F

?

= f0g

and thus F is dense in �

]

.

If there exists an n 2 N

0

with �

]

(n) 6� F , then we �nd a non-zero element

v 2 �(n) \ F

?

= f0g. So we even see that F =

�

�

]

, i.e., the �nite energy subspace

of �

]

is a cyclic

e

Lk

C

-module.

We want to apply Garland's Theorem (Theorem IV.13) to see that the hermi-

tian form on F =

�

�

]

is positive de�nite. For that we have to note that by a similar

argument as for the rotation group T

r

the action of the m-dimensional torus

e

T

r

on LK lifts to an action on

e

LK

C

leaving

e

B

+

and the character � invariant. Hence

it induces an action on the bundle L

�

and also on the space �

�

of holomorphic

sections. In this sense we can think of

�

�

]

as a lowest weight module of the extended

Lie algebra

e

t

r

n

e

L

pol

k

C

. Now Garland's Theorem applies and shows that the form

on

�

�

]

is positive de�nite.

This has several consequences. The kernel of � is a closed T

r

-invariant sub-

space of �

]

, so that

ker � \

�

�

]

=

X

n2N

(ker �)(n)

is dense in ker �. On the other hand �(�) = 0 means that h�;�

]

i = 0. Therefore

the positive de�niteness of the hermitian form on

�

�

]

entails that ker � does not

intersect

�

�

]

, hence that � is injective. The fact that � is injective on each �nite

energy subspace �

]

(n) entails in particular that �

�

�

]

(n)

�

= �(n) for all n 2 N

0

,

and thus �(

�

�

]

) =

�

�. Further �(�

1

)(g) = �

1

(g:f) = f(g

�

) = f(g), i.e., �(�

1

) = f

which shows that

�

� is a cyclic

e

L

pol

k

C

-module generated by the function f .
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To see that h�; �i is positive de�nite on �

]

, let � 2 �

]

and �

n

2 �

]

(n) its

restriction to the subspace �(n). Then �(�) =

P

n2N

0

�(�)

n

converges in � because

it is a smooth vector for the representation of T

r

(cf. [Wa72, Th. 4.4.2.1]), and so

h�; �i = �

�

�(�)

�

=

X

n2N

0

�(�(�

n

)

�

=

X

n2N

0

h�

n

; �

n

i � 0

because the restriction of h�; �i to

�

�

]

is positive de�nite. The preceding formula

also shows that

�

�

]

is dense in the Hilbert space completion of �

]

with respect to

h�; �i, and therefore that

�

�

]

is also dense in �

]

with respect to the corresponding

norm.

For g 2

e

LK

C

we have (g:�

1

)(h) = �

1

(g

�

:h) = h(g), i.e., g:�

1

= �

g

. Therefore

hg:�

1

; �

1

i = h�

g

; �

1

i = �

g

�

�(�

1

)

�

= �

g

(f) = f(g) = f(g

�1

):

Hence f(s

�

t) = ht

�1

s:�

1

; �

1

i = hs:�

1

; t:�

1

i, and we see that f is a positive de�nite

function on the involutive group

e

LK

C

. Let H

�

� Hol(

e

LK

C

) denote the correspond-

ing reproducing kernel Hilbert space with kernel Q(s; t) := f(t

�

s) (cf. Proposition

IV.8). This kernel Q on

e

LK

C

is left invariant, i.e.,

Q(sx; y) = Q(x; s

�

y)

for s; x; y 2

e

LK

C

. Therefore the left translations (g:f)(x) := f(g

�1

x) de�ne a

natural hermitian representation of

e

LK

C

on H

0

�

which, according to Proposition

IV.7, yields a continuous unitary representation of

b

LK on the Hilbert space H

�

.

The functions Q

s

, s 2

e

LK

C

, are given by t 7! Q(t; s) = f(s

�

t) = (s:f)(t), i.e.,

Q

s

= s:f . From the left invariance of � and f 2 � we now obtain H

0

�

� �,

and since � is closed (Proposition VI.6(ii)) and H

�

! Hol(

e

LK

C

) is continuous

(Proposition IV.8), we see that H

�

� � with a continuous inclusion map.

Next we claim that �(�

]

) � H

�

. Let 
: �

]

!H

]

�

�

=

H

�

denote the antiadjoint

of the continuous inclusion map H

�

,! �. For each s 2

e

LK

C

we then have


(�)(s) = h
(�); s:fi = �(s:f) = �(�)(s):

This shows that

�(�

]

) = 
(�

]

) � H

�

:

Now we can show that the representation on � is irreducible. Let W � � be a

closed

e

LK

C

-invariant subspace. If �

1

(W ) = f0g, then W � �

1

?

and the fact that

�

1

2 �

]

is cyclic shows thatW = f0g. If �

1

(W ) 6= f0g, then W (0) 6= f0g, and since

�(0) is an irreducibleK-module (Theorem VI.8(iii)), we see that f 2 V (0) = W (0).

Then

�

� = U(

e

L

pol

k

C

):f � W , and therefore

�

� �W and the closedness of W �nally

show that W = �. The same proof shows that the representation of

e

LK on the

Hilbert space H

�

is irreducible.
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Corollary VI.10. Every holomorphic function on

e

LK

C

=

e

B

+

�

=

LK

C

=B

+

is

constant.

Proof. For � = 0 we have

�

�

�

=

Hol(

e

LK

C

=

e

B

+

):

Now the subspace of constant functions is a

b

LK-invariant subspace, and, on the

other hand, Theorem VI.9(ii) asserts that

b

LK acts irreducibly on �

�

. This implies

the assertion.

Remark VI.11. In the proof of Theorem VI.9 we have seen that the complex

group acts on the spaces �

�

and therefore on the antidual spaces �

]

�

. Moreover,

the construction of the Hilbert space H

�

also gave us a hermitian representation of

e

LK

C

on the dense subspace of H

�

generated by the point evaluations. The whole

framework is described by the triple

�

]

�

,!H

�

,! �

�

:

As the general theory of hermitian representations shows, an element g 2

e

LK

C

acts continuously on this pre-Hilbert space if and only if it leaves the Hilbert

space H

�

invariant (cf. [Ne99, Prop. II.4.9]). For an element exp iX, X 2 t

k

, this

happens if and only if the set of weights is bounded from below on X.

Up to this point we have always studied the spaces �

�

under the assumptions

that they are non-zero. Now we will show that the necessary condition of the

antidominance of � that we have encountered in Theorem VI.8 is su�cient for the

non-triviality of the spaces �

�

.

Theorem VI.12. For � 2

b

T

b

LK

the space �

�

is non-zero if and only if the weight

� is antidominant.

Proof. If �

�

is non-zero, then Theorem VI.8(i) states that � is antidominant.

Suppose that � is antidominant.We have to show that there exists a non-zero

function in �

�

. We will construct such a function f with the additional property

that f is N

�

-invariant.

Let w 2 N

LK

(T ) be an element representing the corresponding element [w]

of the Weyl group W

a�

�

=

�

T oW

k

. Then the Bruhat decomposition of LK

C

yields

a decomposition

Y = LK

C

=B

+

=

[

[w]2W

aff

w:U;

where U = N

�

B

+

=B

+

� Y is the open subset, and w:U = (wN

�

w

�1

):y

w

with

y

w

= wB

+

2 Y are other open domains in Y over which the bundle is trivial

([PS86, Th. 8.7.2]). We write

wN

�

w

�1

= N

�

w

A

w
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with

N

�

w

= N

�

\wN

�

w

�1

and A

w

= N

+

\wN

�

w

�1

;

where A

w

is a �nite-dimensional nilpotent group whose dimension is the length

l([w]) of the Weyl group element [w] ([PS86, Th. 8.7.2]).We are looking for a family

of holomorphic functions f

w

:wN

�

w

�1

! C which de�ne a holomorphic section

of the bundle L

�

! Y in the sense that for each w the function f

w

is obtained

from trivializing the bundle L

�

over the open set wN

�

w

�1

:y

w

= wN

�

:y

1

= w:U .

Since, in addition, we want the functions f

w

to be N

�

w

-invariant, these functions

will be determined by their values on the �nite-dimensional group A

w

.

From the Bruhat decomposition we know that

dimA

w

= codim

N

�
N

�

w

= codim

Y

(N

�

w

:y

w

) = codim

Y

(N

�

:y

w

);

where N

�

w

:y

w

is a stratum of the Bruhat decomposition ([PS86, Th. 8.7.2]). We

also use this reference to see that

w:U \

�

[

l([w

0

])<l([w])

w

0

:U

�

= w:U nN

�

:y

w

= (wNw

�1

):y

w

nN

�

:y

w

and that the action of A

w

on the domain w:U yields a di�eomorphism with A

w

�

N

�

:y

w

�

=

A

w

� N

�

w

. By induction we thus have a function on the domain

w:U nN

�

:y

w

�

=

(A

w

n f1g)�N

�

w

:

Now we construct the function f

w

on the group A

w

by induction over the

length l([w]) of the Weyl group element [w]. We put f

1

= 1 on N

�

�

=

U = N

�

:y

1

,

where A

1

= f1g.

If l([w]) = 1, i.e., if w = s

�

is a re
ection corresponding to a simple root �,

then we can calculate explicitly in SL(2; C ). Here e

�

corresponds to the matrix

�

0 1

0 0

�

, so that

A

w

= exp(C e

�

)

�

=

n

�

1 z

0 1

�

: z 2 C

o

and exp(ze

�

):y

w

62 U if and only if z = 0. From the relation

�

1 z

0 1

��

0 1

�1 0

�

=

�

1 0

z

�1

1

��

�z 0

0 �z

�1

��

1 �z

�1

0 1

�

in SL(2; C ) we obtain

exp(ze

�

)w = exp(�z

�1

e

��

)h

�

(�z) exp(�z

�1

e

�

);
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where h

�

(z) denotes the image of the matrix

�

z 0

0 z

�1

�

under the natural mor-

phism SL(2; C ) !

e

LK

C

(�). We recall from (1.1) in Section I that

�(h

�

(z)) = z

�(h

�

)

:

Now we observe that the point

[exp(ze

�

)w; x] 2

e

LK

C

�

e

B

+

C = L

�

is the same as

[exp(ze

�

)w; x] = [exp(�z

�1

e

��

); �

�

h

�

(�z)

�

x] = [exp(�z

�1

e

��

); (�z)

�(h

�

)

x]:

In particular we obtain for z 6= 0:

[exp(�z

�1

e

��

); 1] = [exp(�z

�1

e

��

); f

1

�

exp(�z

�1

e

��

)

�

]

= [exp(ze

�

)w; f

w

�

exp(ze

�

)

�

] = [exp(�z

�1

e

��

); (�z)

�(h

�

)

f

w

�

exp(ze

�

)

�

];

i.e.,

f

w

�

exp(ze

�

)

�

= (�z)

�h�;h

�

i

:

In view of �(h

�

) 2 �N

0

, the function on the right hand side is a polynomial, hence

extends from C

�

to the whole complex plane.

If l(w) > 1, then dimA

w

� 2 and we can use Hartog's Theorem to extend the

holomorphic function given on the �nite-dimensional complex manifold A

w

n f1g

to a holomorphic function on A

w

which we then use to obtain a left N

�

w

-invariant

function f

w

on wNw

�1

which is consistent with all the functions f

w

0

for l([w

0

]) <

l([w]). By the uniqueness of analytic extension, this also implies that this function

is consistent with other functions f

w

0

with l([w

0

]) = l([w]) which have already been

constructed. This completes the proof.

Theorem VI.12 rounds o� the picture presented in this section in the sense

that it is a characterization of those cases where the space �

�

is non-trivial. To-

gether with the structural information on these spaces obtained in Theorem VI.8

and VI.9, we have quite a good picture of the representations in the spaces �

�

.

VII. Consequences for general representations

In this section we will see how Theorems VI.8, VI.9, and VI.12 from Section VI can

be used to obtain information on the general positive energy representations of the

groups

e

LK and

b

LK. More precisely, we will see that for any smooth irreducible

positive energy representation a dense subspace can be embedded into some �

�

.

53



Proposition VII.1. Let (�; V ) be a smooth positive energy representation of

b

LK, V

�1

the antidual of V

1

, and " 2 V

�1

a lowest weight vector of weight �

for the representation of

b

Lk

C

. Then the prescription �(v)(g) := "(g

�1

:v) de�nes a

continuous equivariant map

�:V

1

! �

�

� C

1

(

b

LK):

Proof. We recall that V

�1

denotes the space of all continuous antilinear func-

tionals on the locally convex space V

1

. The continuity of the inclusion map

V

1

! V ([Ne00a, Rem. IV.7(b)]) then yields a natural map V

]

! V

�1

. Since

the representation (�; V ) was assumed to be smooth, i.e., V

1

is dense in V , this

map is injective, and so we can think of V

]

as a subspace of V

�1

. Then we have

a natural action of the Lie algebra

b

Lk

C

on V

�1

by (X:�)(v) := �(X

�

:v), where

X

�

= �X (cf. [Ne00a, Cor. IV.6]).

Next we note that

b

LK acts continuously on V

�1

by (g:�)(v) := �(g

�1

:v) (cf.

[Ne00a, Lemma IV.4(ii), Prop. IV.5]).We mayw.l.o.g. assume that 0 is the minimal

non-zero energy degree (Remark VI.7). Then the subspace V

�1

(0)

�

=

V

1

(0)

]

is

invariant under the action of the compact subgroup K. Let M � V (0)

�1

be an

irreducible subspace for K and " 2M be a lowest weight vector of lowest weight

� = (0; �; h) for the corresponding representation of k

C

with respect to �

+

k

. Then

we de�ne a linear map

�:V

1

! C

1

(

b

LK) by �(v)(g) := "(g

�1

:v)

which is continuous because inversion induces a continuous endomorphism of

C

1

(

b

LK; V ), the topology on V

1

is de�ned by the embedding into C

1

(

b

LK; V ),

and for each continuous linear functional � on V the corresponding natural map

C

1

(

b

LK; V )! C

1

(

b

LK); f 7! � � f is continuous.

For t 2 T

b

LK

we further have

�(v)(gt

�1

) = "(tg

�1

:v) = (t

�1

:")(g

�1

:v) = �(t

�1

)"(g

�1

:v) = �(t)�(v)(g):

This shows that �(v) 2 C

1

(

b

LK) represents a smooth section of the bundle �

�

!

LK=T

K

�

=

Y .

Now the construction of " and the fact that (�; V ) has positive energy implies

that " 2 V

�1

is a lowest weight vector for the representation of the Lie algebra

b

Lk

C

. If

e

X is the left invariant vector �eld with

e

X(1) = X, then

e

X:�(v)(g) =

d

dt

t=0

�(v)(g exp tX) =

d

dt

t=0

"

�

exp(�tX)g

�1

:v

�

= �"

�

X:(g

�1

:v)

�

= (X:")(g

�1

:v)

and by complex linear extension, it follows that

e

X:�(v)(g) = (X

�

:")(g

�1

:v)
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for all X 2

b

Lk

C

. For X 2

e

b

+

this leads to

e

X:�(v) = �(X

�

)�(v):

These di�erential equations characterize the holomorphic section of the bundle

�

�

! L

e

K

C

=

e

B

+

among the smooth sections (cf. [PS86, p.222]), whence �(V

1

) �

�

�

:

Let us assume that V is an LF space ([Ne00a, Def. II.1]) and that " is con-

tained in the subspace V

]

� V

�1

of those functionals which extend continuously

to V . If we endow �

�

� Hol(

e

LK

C

) with the subspace topology, i.e., the topology of

uniform convergence of compact subsets of

e

LK

C

resp.

e

LK, then � is continuous. In

fact, for the element " 2 V

]

the orbit map

e

LK ! V

]

is continuous with respect to

the topology of compact convergence ([Ne00a, Lemma IV.4(ii)]). Hence the image

of a compact subset of

e

LK is a compact subset of V

]

, therefore equicontinuous

because V is an LF space and hence barreled ([Ne00a, Prop. II.2(vi), II.11(iii)]),

so that convergence in V implies uniform convergence on this compact set.

Corollary VII.2. For each smooth irreducible positive energy representation

there exists a dense invariant subspace V

0

� V which injects in an equivariant way

in the irreducible unitary representation (�

�

;H

�

) on the Hilbert subspace H

�

� �

�

.

Proof. According to Proposition VII.1, we have a continuous injection �:V

1

!

�

�

. Then � maps the dense �nite energy space

�

V

1

into

�

�

�

=

�

H

�

. This shows that

V

0

:= �

�1

(H

�

) � V

1

is a dense invariant subspace. This proves the assertion.

If (�; V ) is a smooth positive energy representation and "

�

2 V

]

is a lowest

weight vector with respect to the action of the Lie algebra on V

]

, then the ray

["

�

] 2 P(V

]

) vields an equivariant map

e

LK=

e

T

�

=

LK=T ! P(V

]

); gT 7! g:["

�

]:

Thus one obtains a realization of the representation in the space �

�

. This is the

geometric picture corresponding to the construction of Proposition VII.1. For a

more detailed discussion of this construction we refer to Section V in [Ne00a].
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