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Abstract

When approximating functions defined on some domain Ω ⊂ Rd, standard
tensor product splines reveal sub-optimal behavior, in particular, if Ω is non-
convex. As an alternative, we suggest a natural diversification strategy for the
B-spline basis {Bi}i. It is grounded on employing a separate copy Bi,γ of Bi for
every connected component γ of its support suppBi ∩ Ω. In the bivariate case,
which is important for applications, this process enhances the spline space to a
crucial extent. Concretely, we prove that the error in uniform tensor product
spline approximation of a function f : R2 ⊃ Ω → R can be bounded in terms
of the pure partial derivatives of f , where the constant depends neither on the
shape of Ω nor on the knot grid. An example shows that a similar result cannot
hold true for higher dimensions, even if the domain is convex and has a smooth
boundary.

1 Introduction

Spline approximation is a fundamental issue in theory and applications like reverse
engineering [VMC97] or simulation [CHB09, Höl03, HRW01]. However, our current
knowledge on the subject is leaving some important questions unanswered when it comes
to approximation of multivariate functions defined on subsets Ω ⊂ Rd. Open issues
include the appropriate choice of the spline space itself and the dependence of constants
in error estimates on the shape of Ω or the chosen knot sequence.

Let Sn(T,Ω) denote the span of tensor product B-splines of coordinate order n =
(n1, . . . , nd) with knots T = (T1, . . . , Td) restricted to Ω. In the fundamental work
[DDS80], it is shown that

min
s∈Sn(T,Ω)

‖f − s‖Ω,Lp ≤ C

d∑
i=1

hnii ‖∂nii f‖Ω,Lp (1)

for some C > 0, where h = (h1, . . . , hd) is the maximal spacing of knots. In [MR09] and
[Rei12], this result is elaborated for the special cases of interpolation and approximation
with polynomials, respectively. The estimate suggests that the pure partial derivatives
of f alone should be sufficient to bound the error, and that a fine knot sequence in a
distinct coordinate direction should be sufficient to compensate for large derivatives in
that direction. Unfortunately, such a conclusion may not be drawn imprudently from
the results in [DDS80], in particular for the following reasons: First, the domain Ω
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is assumed to be coordinate-wise convex, what is a severe restriction of the range of
applicability. Second, Ω has to live up to a series of technical assumptions which may
be hard to verify in a concrete setting. Third, and perhaps most impedingly, a detailed
analysis of statements and arguments reveals a hidden dependence of the number C on
the aspect ratio

% := max
i,j

hi
hj

of the knot grid, even in the case of uniform splines. Thus, the before mentioned
compensation of a large value of ‖∂nii f‖Ω,Lp by an exclusive refinement of the knot
sequence Ti is questioned, as decreasing hi alone is increasing %. A similar dependence
of C on the aspect ratio can also be observed in other approaches to the topic, like
[HRW01] or [MR08]. So it is plausible, but by no means evident, that this phenomenon
is not an artifact of insufficient proof techniques, but a matter of fact.

In the second section of this paper, we present examples in two and three variables
which actually prove that C cannot be independent of %. While the 2d example exploits
the non-convexity of the domain, the 3d case gets along with a domain which is strictly
convex and has a perfectly smooth boundary. The special structure of the 3d counterex-
ample might be useful to identify a subclass of domains where (1) is valid with uniform
C. However, this topic is not addressed here.

Instead, in the third section, we propose a remedy to the problems observed in the
2d case. It is based on the observation that the spline space Sn(T,Ω) is not rich enough
to deal adequately with non-convexity. Let Si denote the support of the B-spline Bi.
Then its relevant part Si ∩ Ω might consist of several connected components. In the
standard setting, the single B-spline Bi is overcharged by possibly conflicting demands
coming from simultaneous error minimization on all these components. So it is a natural
approach to use a separate copy Bi,γ of Bi for each connected component γ of Si ∩ Ω.
This process, called diversification, provides a significant amount of extra flexibility. Our
main theorem on approximation with diversified B-splines states that (1) holds true for
a broad class of domains Ω ⊂ R2 with a constant C which is independent of the aspect
ratio and the shape of Ω.

For the proof of our main theorem, another new concept, called condensation, is
introduced to address the notorious problem of lacking stability of the basis when work-
ing on domains with boundary. Condensation is replacing a given knot sequence by a
finer one without changing the span of B-splines on the considered domain. Thus, the
size of the support and the knot spacing can be made comparable, what facilitates the
construction of stable quasi-interpolants.

To focus on the essence of ideas, we confine ourselves to the case of uniform knot
sequences and to error measurements with respect to the sup-norm, i.e., p = ∞. Arbi-
trary knot sequences and exponents p can be dealt with in a similar fashion, but require
a significantly increased complexity of notations and arguments.

2 Issues in one, two, and three variables

In this section, we elaborate on some phenomena occurring in spline approximation on
domains of different dimension.
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Figure 1: Cardinal B-splines and condensed variant on domain ω = (−ε, ε).

2.1 Univariate case

In principle, the univariate case is understood in any detail. However, the following
thoughts are not only a preparation for the bivariate theory, to be developed in the next
section, but might also be useful to understand situations, where a given knot sequence
T = hZ + τ is not well adapted to the given domain ω = (ω, ω) in the sense that
|ω| := ω−ω is much smaller than the knot spacing h. Here, the B-spline basis looses its
uniform stability, as can exemplarily be seen already in the linear case n = 2. For h = 1
and τ = 0, let bi, i ∈ Z, denote the corresponding B-splines with support [i, i+2]. When
approximating on the domain ω := (−ε, ε), ε < 1, then only the functions b−1, b0, b1 are
active, all others vanish identically. The lower bound cond∞{b−1, b0, b1} ≥ 1/ε on the
condition number of this basis follows already from

‖b−1‖ω,∞ = ‖b1‖ω,∞ = ε, ‖b0‖ω,∞ = 1.

That is, the basis is ill-conditioned for small ε. This observation is not in conflict
with the famous result on the uniform stability of B-spline bases [dB76]. As is eas-
ily overseen, it applies only in special situations, e.g., for splines defined on the whole
real line. It is fairly obvious how to choose a knot sequence which is better adapted
to the case considered above. For instance, let T ′ := 2εZ, then the corresponding
B-splines b′−1, b

′
0, b
′
1 are active on ω. They span exactly the same space of functions,

span{b−1, b0, b1} = span{b′−1, b
′
0, b
′
1}, but now we have cond∞{b′−1, b

′
0, b
′
1} = 2, indepen-

dent of ε. The situation is illustrated in Figure 1.
The process of replacing a given knot sequence T = hZ + τ by another one T ω =

hωZ + τω with spacing hω ≤ |ω| under the condition that knots within the domain
ω remain unchanged is called condensation. Concretely, we distinguish three cases to
define that process:

• If |ω| > h, then there are at least two knots of T in ω and nothing is changed, i.e.,
T ω := T .

• If |ω| ≤ h, then knot spacing is reduced to hω := |ω|. To define the new shift τω,
let i denote the largest integer satisfying hi+ τ < ω.

– If hi + τ ∈ ω, then τω := i(h − hω) + τ . In this way, the single knot of T
contained in ω is retained in T ω.

– If hi + τ 6∈ ω, then τω := ω − hωi. In this way, the boundary points of ω
become knots of T ω.
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The B-splines with respect to T ω are denoted by bωi , i ∈ Z, and called condensed B-
splines. Let Iω := {i ∈ Z : supp bi ∩ ω 6= ∅} denote the set of indices of active B-splines
with knots T , then the above definition guarantees that the same indices yield active
B-splines with knots T ω, i.e., Iω = {i ∈ Z : supp bωi ∩ ω 6= ∅}. The supports satisfy

supp bωi ⊂ supp bi, i ∈ Iω.
Further, by construction, the spanned spline spaces coincide,

span{biχ(ω) : i ∈ Iω} = span{bωi χ(ω) : i ∈ Iω}.
Here, multiplication by the characteristic function χ(ω) of the domain is used to dismiss
irrelevant differences outside ω. For later reference, we briefly recall the representation
of polynomials in terms of uniform splines. For T = Z and any polynomial p ∈ Pn of
order n, the coefficient si in the representation p =

∑
i bisi can be determined as linear

combination of the values of p at the points i+ 1/2, . . . , i+ n− 1/2 and certain weights
αn1 , . . . , α

n
n, i.e., si =

∑n
m=1 α

n
mp(i+m−1/2). By invariance of B-splines with respect to

affine transformation of the argument, the same weights can be used for any uniform knot
sequence, and in particular for the condensed sequence T ω: Let µωm := hω(m−1/2) + τω

denote the midpoints of knots in T ω, then

p(x) =
∑
i∈Iω

bi(x)
n∑

m=1

αnmp(µ
ω
i+m), x ∈ ω.

Partition of unity corresponds to the fact that the weights αnm sum up to 1,
n∑

m=1

αnm = 1. (2)

2.2 Bivariate case

Already in the bivariate case, spline approximation is much more subtle. As an example,
consider

Ω :=
{

(x1, x2) ∈ R3 : −1 < x2 < |x1| < 1
}

and knots T1 := h1Z + 1, T2 := h2Z, where h1 := 2 and h2 < 1, see Figure 2. In this
case the aspect ratio % = 2/h2 becomes large for small h2. For symmetry reasons, the
best approximation of the function

f(x1, x2) :=


x2 x2 ≥ 0, x1 ≥ 0

−x2 x2 ≥ 0, x1 ≤ 0

0 x2 ≤ 0

with splines of order n = (1, 1) is s = 0. So the maximal error is attained on the topmost
support of B-splines, shaded in red in the figure, and we obtain infs ‖f − s‖Ω,∞ ≥
‖f‖Ω,∞ = 1. It is easy to verify that the right hand side in (1) is Ch2. Hence, the
constant C ≥ %/2 in (1) increases unboundedly with the aspect ratio. This is due to the
fact that there are supports of B-splines whose intersection with Ω consists of several
connected components. In the next section, we will devise a remedy to this problem.
Essentially, multiple copies of B-splines, always one for each connected component of
its support, are employed to generate a spline space which is rich enough to account for
the non-convexity of the domain.
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Ω

Figure 2: Non-convex domain and knot sequence with large aspect ratio.

2.3 Trivariate case

In the trivariate case, and equally in more variables, even convex domains with perfectly
smooth boundary may reveal a dependence of the constant C in (1) on the mesh ratio
%. This statement is now substantiated by the following example: Let

Ω :=
{

(x1, x2, x3) ∈ R3 : (x1 − x2)2 + (x1 + x2)4 + (1− x3)2 < 1
}
,

see Figure 3. Given h > 0, the spline space to be considered has knots

T1 := T2 := hZ, T3 := h5Z

so that the aspect ratio is % = h−4. The coordinate orders are n = (n1, n2, n3). We set
m := n1 + n2 − 1 and assume n1 ≥ 2. The family of functions

fh(x1, x2, x3) :=
(
mx1x

m−1
2 − (n1 − 1)xm2

)
exp(−x3/h

4)

is to be approximated. Skipping the technical details, we note that there exists a
constant c1 such that

|x1 − x2| ≤ c1

√
x3, |x1| ≤ c1

4
√
x3, |x2| ≤ c1

4
√
x3

for all points (x1, x2, x3) ∈ Ω. These bounds can be used to show that there exist
constants c2, c3 with

‖Dn1
1 fh‖Ω,∞ = 0

‖Dn2
2 fh‖Ω,∞ ≤ ‖c2x

n1/4
3 exp(−x3/h

4)‖Ω,∞ ≤ c3h
n1

‖Dn3
3 fh‖Ω,∞ ≤ ‖c2x

m/4
3 exp(−x3/h

4)h−4n3‖Ω,∞ ≤ c3h
m−4n3 .

That is, the right hand side in (1) is bounded from above by Cc3h
m(h+hn3). To estimate

the left hand side, we consider points of the form xh(t) = (t, t, h4) with h ≤ 1/2 and
t ∈ (0, h/2), which lie in Ω. Any trivariate spline s with knots T1, T2, T3 evaluated at
xh(t) is a polynomial of order m in t. Its maximal deviation from the prescribed values
fh(xh(t)) = tmn2/e, which form a polynomial of order m+1 in t, is bounded from below
by c4h

m for some positive constant c4. This implies ‖f − s‖Ω,∞ ≥ c4h
m for the overall

deviation of any spline s. Comparison of the two estimates yields C ≥ c4/(c3(h + h4)),
showing that the constant C becomes arbitrarily large for small h.

5



Figure 3: Convex domain Ω for the trivariate example.

3 Bivariate approximation

In this section, we focus on the bivariate case. Applications include the reconstruction of
surface patches by tensor product splines in the context of reverse engineering. We show
that diversification yields a significant improvement of approximation properties so that,
beyond its theoretical implications, this technique is also recommended for practical use.

After introducing some notation, our main theorem is presented in Section 3.2. The
remaining part of the paper is demanded by the proof.

3.1 Notation

A two-dimensional interval in R2 is understood as the cartesian product of two intervals
in R. The size of a bounded interval I is defined as the vector of side-lengths and denoted
by |I| := sup{x−y : x, y ∈ I}, where the supremum is understood component-wise. Let
Ω,M ⊂ R2 be two subsets of R2. The set of connected components of M ∩Ω is denoted
by CΩ(M). The bounding box of M , i.e., the smallest interval containing it, is denoted
by B(M) = B1(M) × B2(M). If M is connected, the pruned bounding box BΩ(M) of
M is defined as the element of CΩ(B(M)) containing M . The size of M is understood
as the size of its bounding box, i.e., |M | := |B(M)|. Given a vector h ∈ [0,∞]2 and a
second set Ω ⊂ R2 containing M , the h-neighborhood of M is defined by

N (M,h) :=
{
x ∈ R2 : |{x} ∪M | ≤ |M |+ h

}
.

The connected component in CΩ(N (M,h)) containingM is called the local h-neighborhood
and denoted by NΩ(M,h). We note that N (M,h) is always an interval. Further,
N (M, 0) = B(M) and NΩ(M, 0) = BΩ(M)

Throughout, and without further notice, the index σ ∈ {1, 2} is addressing the
two coordinate directions. Components of two-dimensional objects are tagged by the
prepending subscript σ. For instance, x = (x1, x2) ∈ R2 or xj = (x1,j, x2,j) for a sequence
{xj}j in R2.
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To define a spline space, let T = (T1, T2) be a pair of uniform knot sequences with
grid width h ∈ R2

>0. Concretely, Tσ := hσZ + τσ for some shift τσ. The individual knots
and their midpoints are denoted by

tk := (h1k1 + τ1, h2k2 + τ2), µk := (tk−(1,1) + tk)/2, (3)

respectively. For example, according to our conventions, the two components of tk are
labeled t1,k, t2,k. The h/2-neighborhood of µk is the grid cell Γk := N ({µk}, h/2). The
vector of coordinate orders is denoted by n ∈ N2, and we define

n̄ := max(n1, n2).

Multiplication of univariate B-splines bσ,iσ with knots Tσ yields the tensor product B-
splines

Bi(x) := b1,i1(x1)b2,i2(x2), x ∈ R2, i ∈ Z2.

The support of Bi is given by Si := suppBi = B({ti} ∪ {ti+n}).

3.2 Main result

In this subsection, we introduce the space of diversified B-splines and present the main
result of our work. We start with the definition of the class of sets to which it applies.

Definition 1. Let Φ = [a, ϕ] be a pair consisting of the real number a > 0 and a
continuous function ϕ : X → R>0 defined on the interval X := [−a, a]. With Xδ :=
[−a+ δ, a− δ] the sub-interval with margin δ ∈ R, let

Φδ :=
{
x ∈ Xδ × R : δ < x2 < ϕ(x1)

}
.

An axis-aligned isometry in R2 is a composition of a translation and a rotation by an
integer multiple of π/2.

A subset Ω ⊂ R2 is called a graph domain with parameter h0 ∈ R>0 if there exists
an index set R ⊂ N, axis-aligned isometries Σr, and pairs Φr = [ar, ϕr] as above with
ar > h0 and minXr ϕr > h0 such that

Ω =
⋃
r∈R

Σr(Φ
δ
r), 0 ≤ δ ≤ h0.

The value of h0 guarantees a least amount of overlap of the sets Σr(Φ
0
r) so that any

sufficiently small subset of Ω is contained in one of them. More precisely, the following
argument will be used repeatedly, and without further notice: Given Ω as above, let
M ⊂ Ω be an arbitrary subset of size |M | ≤ 2h0. There exists a point x ∈M satisfying
M ⊂ NΩ({x}, h0) and an index r ∈ R such that x ∈ Σr(Φ

h0
r ). Hence, M ⊂ Σr(Φ

0
r).

Since our constructions disregard translations and are completely congeneric for the
different coordinate directions and orientations, we may assume that Σr is the identity.
All other cases could be treated in an analogous manner. Further, the value of the index
r ∈ R is irrelevant. Hence, to avoid excessive notation, we drop the index r and write
Φ = [a, ϕ] instead of Φr = [ar, ϕr] when examining M . In particular, it is M ⊂ Φ0.
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Restricting the span of the B-splines Bi, i ∈ Z2, to Ω yields the spline space

Sn(T,Ω) :=
{(∑

i∈Z2

Bisi
)
|Ω : si ∈ R

}
,

as typically considered in the literature. However, this space is by no means an evident
choice. Instead, one might consider the space S ′

n(T,Ω) of all functions which coincide
with polynomials of order n on grid cells, and which are Cn1−2 in x1-direction and
Cn2−2 in x2-direction. In general, S ′

n(T,Ω) is larger than Sn(T,Ω) so that the problem
discussed in the preceding section might disappear. As it is not obvious how to construct
S ′
n(T,Ω), we propose a different approach, which yields an intermediate spline space

S ∗
n (T,Ω) with the desired properties. It is a subspace1 of S ∗

n (T,Ω), and, in general,
larger than Sn(T,Ω).

Given some B-spline Bi, the idea is to use it not only once, but possibly several copies
of it – always one for each connected component of its support in Ω. More precisely, we
introduce the index set

J :=
{

(i, γ) : i ∈ Z2, γ ∈ CΩ(Si)
}

and define the diversified B-splines

Bj := Biχ(γ), j = (i, γ) ∈ J,

with support Sj := suppBj = suppχ(γ), see Figure 4(b). We note that the similar
expressions Bi and Bj refer to different objects, relatable by the type of the subscript:
Subscripts i ∈ Z2 indicate standard B-splines, while subscripts j = (i, γ) ∈ J indicate
their diversified descendants. The indices i and j will be used in a consistent way to
simplify reading. The diversified B-splines span the space

S ∗
n (T,Ω) :=

{∑
j∈J

Bjsj : sj ∈ R
}
.

Clearly, Sn(T,Ω) ⊂ S ∗
n (T,Ω) ⊂ S ′

n(T,Ω).
Let us briefly reconsider the second example given in the introduction. The large

error mins∈Sn(T,Ω) ‖f − s‖∞,Ω = h1/2 = 1 is caused by the B-splines in the upper
half-plane, for which the intersection of their supports with Ω consists of two con-
nected components. When split into two separate copies, the error drops down to
mins∈S ∗n (T,Ω) ‖f − s‖∞,Ω = h/2, and (1) is valid with C = 1/2.

To formulate our main result, we define the anisotropic Sobolev space W n
∞(Ω) of

order n ∈ N2 as the space of essentially bounded functions f : Ω → R whose partial
derivatives ∂n1

1 f, ∂n2
2 f are also essentially bounded.

Theorem 1. Let Ω be a graph domain with parameter h0, and let n ∈ N2. There exists
a constant C depending only on n such that

inf
s∈S ∗n (T,Ω)

‖f − s‖Ω,∞ ≤ C (hn1
1 ‖∂n1

1 f‖Ω,∞ + hn2
2 ‖∂n2

2 f‖Ω,∞)

for any f ∈ W n
∞(Ω) and any uniform knot sequence T with grid width h ≤ h0/(n̄+ 1).

1We conjecture S ′n(T,Ω) = S ∗n (T,Ω), but this is irrelevant in this context.
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The rest of this section is devoted to the proof of the theorem. The main problem
with establishing an error bound is the lack of stability of the basis Bj, j ∈ J . It is
not related to the existence of copies, but to the potentially small size of supports.
Below, we apply the principle of condensation, as introduced above in the univariate
case, in a specific way to the bivariate setting. The existence of a universal set of
knots is fundamental for any known analysis of univariate or tensor product spline
spaces. Condensation abandons that paradigm by assigning individual knots to each
basis function. However, the special construction presented below is preserving just as
much of the conventional structure to permit the use of suitably modified standard quasi
interpolants.

3.3 Condensation

In this subsection, we apply condensation to diversified B-splines. Given the index
i ∈ Z2, we define the unbounded intervals

W1,i := N (Si, (∞, 0)), W2,i := N (Si, (0,∞))

as extensions of the support Si of Bi in x1- and x2-direction, respectively. For j =
(i, γ) ∈ J , let

W1,j := NΩ(Sj, (∞, 0)), W2,j := NΩ(Sj, (0,∞))

denote the connected components of Wσ,i which contain the support Sj of Bj. These
definitions are illustrated in figures 4(c) and 4(d).

The intervals ωσ,j := Bσ(Wσ,j), which characterize the extent of the bounding box of
Wσ,j in xσ-direction, are used for condensation, as described in the preceding section:
We define the condensed diversified B-splines (or briefly cdB-splines) B∗j by

B∗j (x) := b
ω1,j

1,i1
(x1)b

ω2,j

2,i2
(x2)χ(γ), j = (i, γ) ∈ J.

Their support S∗j := suppB∗j coincides with that of the associated original B-spline. We
have S∗j = Sj ⊂ Si, and in particular

|S∗j | = |Sj| ≤ n̄h < h0.

The condensed knot sequences corresponding to B∗j are denoted by

T ∗j = (T ∗1,j, T
∗
2,j), T ∗σ,j := h∗σ,jZ + τ ∗σ,j := T ωσ,jσ .

Analogous to (3), the individual knots and their midpoints are given by

t∗j,k = (h∗1,jk1 + τ ∗1 , h
∗
2,jk2 + τ ∗2 ), µ∗j,k = (tj,k−(1,1) + tj,k)/2,

respectively. The supports of cdB-splines are illustrated in figures 4(e) and 4(f).

3.4 Local knot structure

In this subsection, we consider the structure of knot sequences in a vicinity of a grid
cell. Defining the index set

L :=
{

(k, γ) : k ∈ Z2, γ ∈ CΩ(Γk)
}
,
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the pruned grid cell with index ` = (k, γ) ∈ L is just Γ` := γ. Clearly, Ω =
⋃
`∈L Γ`.

Given ` ∈ L, let

J` := {j ∈ J : S∗j ∩ Γ` 6= ∅}, Γ∗` :=
⋃
j∈J`

S∗j , (4)

denote the set of indices of cdB-splines which are active on Γ` and the union of the
corresponding supports, respectively. It is |Γ∗` | ≤ (2n̄− 1)h ≤ 2h0. Hence, recalling the
argument below Definition 1, let Γ∗` ⊂ Φ0. For any j ∈ J`, the interval ω2,j satisfies
|ω2,j| ≥ h0 ≥ h2. Hence, condensation in x2-direction is effectless, i.e., T ∗2,j = T2.
By contrast, knot sequences in x1-direction may be modified. However, the process is
exactly the same for all diversified B-splines with equal index i2. To show this, let

J i2` :=
{
j′ = (i′, γ′) ∈ J` : i′2 = i2

}
denote the set of all indices in J` with second component i2. For any two indices
j, j′ ∈ J i2` , both S∗j and S∗j′ contain Γ`. Hence, they lie in the same connected component
W ′ ∈ CΩ(W1,i) of W1,i. Let ω′ := B1(W ′) denote the first component of its bounding
box. Then all B-splines b1,j, j ∈ J i2` , are condensed with respect that interval. We write
b1,j := b

ω1,j

1,i1
= bω

′
1,i1

and T ∗1,j := T
ω1,j

1 = T ω
′

1 and note that the knot sequences T1,j depend

only on the component i2 of the index j = (i, γ) ∈ J i2` . Together, we have shown that
locally any spline s ∈ S ∗

n (T,Ω) can be written in the form

s(x) =
∑
j∈J`

sjB
∗
j (x) =

∑
i2∈Z

b2,i2(x2)
∑
j∈Ji2`

sjb1,j(x1), x ∈ Γ`. (5)

3.5 Representation of polynomials

Now, we consider the representation of polynomials p ∈ Pn of coordinate order n ∈ N2

in terms of cdB-splines. Recalling the discussion of the univariate case in the preceding
section, we define the linear functional Pj : Pn → R by

Pjp :=

n1∑
m1=1

n2∑
m2=1

αn1
m1
αn2
m2
p(µ∗1,j,i+m, µ

∗
2,j,i+m), j = (i, γ).

We claim that
p(x) =

∑
j∈J

B∗j (x)Pjp, x ∈ Ω. (6)

To show this, it suffices to consider any monomial pd(x) := xd11 x
d2

2 of coordinate degree
d < n, and x ∈ Γ` for an arbitrary index ` ∈ L. Without loss of generality, we assume
that ` is such that (5) is applicable and find∑

j∈J
B∗j (x)Pjp

d =
∑
i2∈Z

b2,i2(x2)
∑
j∈Ji2`

b1,j(x1)

n1∑
m1=1

n2∑
m2=1

αn1
m1
αn2
m2

(µ∗1,j,i+m)d1 (µ∗2,j,i+m)d2 .

Since (µ∗2,j,i+m)d2 = µd22,i+m is independent of j, we obtain

∑
j∈J

B∗j (x)Pjp
d =

∑
i2∈Z

b2,i2(x2)

n2∑
m2=1

αn2
m2
µd22,i+m

(∑
j∈Ji2`

b1,j(x1)

n1∑
m1=1

αn1
m1

(µ∗1,j,i+m)d1
)
.

10



The parenthesized expression is equal to xd11 . Hence,

∑
j∈J

B∗j (x)Pjp
d = xd11

∑
i2∈Z

b2,i2(x2)

n2∑
m2=1

αn2
m2
µd22,i+m = xd11 x

d2
2 .

This verifies
∑

j∈J` B
∗
jPjp

d = pd on Γ`, as requested.
In particular, if p(x) ≡ 1, we use (2) to establish partition of unity,

1 =
∑
j∈J`

B∗j (x)Pjp =
∑
j∈J`

B∗j (x)

n1∑
m1=1

n2∑
m2=1

αn1
m1
αn2
m2

=
∑
j∈J`

B∗j (x), x ∈ Γ`.

Since cdB-splines are non-negative, this implies the local convex hull property,∥∥∥∑
j∈J`

sjB
∗
j

∥∥∥
Γ`,∞
≤ sup

j∈J`
|sj|. (7)

Let S ′j := B({t∗j,i} ∪ {t∗j,i+n}) denote the support of the unrestricted condensed B-
spline corresponding to Bj, see figures 4(e) and 4(f). Then all evaluation points lie in
this set, µj,i+m ∈ S ′j. Hence, the operator Pj is bounded by

‖Pj‖ := sup
p∈Pn

|Pjp|
‖p‖S′j

≤
n1∑

m1=1

n2∑
m2=1

|αn1
m1
αn2
m2
| =: c′n, (8)

where the constant c′n depends only on n.

3.6 Quasi-interpolation

The functionals Pj cannot be used directly for the definition of a quasi-interpolant since
the evaluation points µ∗j,i+m may lie outside of the domain. Rather, we have to prefix
a local approximation process. To this end, we proceed in three steps: First, for any
j ∈ J , we denote the local h∗j -neighborhood of S∗j by S+

j := NΩ(S∗j , h
∗
j) and claim

existence of an interval H∗j ⊂ S+
j of size |H∗j | = h∗j , see figures 4(g) through 4(j). Since

|S+
j | ≤ (n̄+ 2)h∗j ≤ 2h0, it is S+

j ⊂ Φ0. For j = (i, γ), the interval used for condensation
in x1-direction is given by ω1,j = B1(W1,j) = {x1 ∈ R : (x1, t2,i) ∈ W1,j}. Its length
is bounded from below by |h∗1,j| so that we can choose an interval ω′ ⊂ ω1,j of length
|h∗1,j| which contains some point x = (x1, t2,i) ∈ S∗j on the lower bound of S∗j . Hence,
H∗j := ω′ × [t2,i−(1,1), t2,i] has the desired properties.

Second, we define the linear operator Aj : W n
∞(H∗j )→ Pn by

Ajf := argminp∈Pn ‖f − p‖H∗j ,2.

That is, Aj is mapping the function f to the polynomial which is best approximating
on the interval H∗j with respect to the L2-norm. The neighborhood H+

j := N (H∗j , n̄h)
is chosen large enough to ensure S ′j ⊂ H+

j . Hence,

‖Aj‖ := sup
f

‖Ajf‖S′j ,∞
‖f‖H∗j ,∞

≤ sup
f

‖Ajf‖H+
j ,∞

‖f‖H∗j ,∞
.

11



The rightmost expression is invariant under shifts and scalings in R2. Hence, to deter-
mine an upper bound on it, we may assume H∗j = H ′ := [0, 1]2, and hence H+

j = H ′′ :=
[−n̄, n̄ + 1]2, without loss of generality. For polynomials in Pn, the 2-norm on H ′ and
the sup-norm on H ′′ are equivalent. So there exists a constant c′′n depending only on n
such that ‖Ajf‖H′′,∞ ≤ c′′n‖Ajf‖H′,2, and we obtain

‖Aj‖ ≤ c′′n sup
f

‖Ajf‖H′,2
‖f‖H′,∞

≤ c′′n sup
f

2‖f‖H′,2
‖f‖H′,∞

≤ 2c′′n. (9)

Third, we define the quasi interpolant Q : W n
∞(Ω)→ S ∗

n (T,Ω) by

Qf :=
∑
j∈J

B∗jQjf, Qj := PjAj.

Let p ∈ Pn. Then, by (6),

Qp =
∑
j∈J

B∗jPjAjp =
∑
j∈J

B∗jPjp = p, (10)

showing that Q is reproducing polynomials. Further, using (8) and (9), we see that the
functionals Qj are uniformly bounded by

‖Qj‖ := sup
f

|Qjf |
‖f‖H∗j ,∞

≤ ‖Pj‖ · ‖Aj‖ ≤ 2c′nc
′′
n =: cn, j ∈ J.

Hence, by(7), the spline Qf is bounded on Γ` by

‖Qf‖Γ`,∞ ≤ max
j∈J`
|Qjf | ≤ max

j∈J`
‖Qj‖ · ‖f‖H∗j ,∞ ≤ cn max

j∈J`
‖f‖H∗j ,∞. (11)

3.7 Error estimate

The final step of the proof of Theorem 1 is based on a specific variant of the Bramble-
Hilbert Lemma established in [Rei12]. For f ∈ W n

∞(Ω), we consider the deviation of the
spline approximant s := Qf on an arbitrary grid cell Γ`, ` ∈ L. Let

Γ+
` := BΩ

(⋃
j∈J`

S+
j

)
.

This is a restricted interval of size |Γ+
` | ≤ (2n̄ + 1)h ≤ 2h0 containing all parts of the

domain with potential influence on the approximant s on Γ`. In particular, H∗j ⊂ Γ+
`

for all j ∈ J`. Let Γ+
` ∈ Φ0. Then this set can be written in the form

Γ+
` =

{
x ∈ ω : x2 < ϕ(x1)

}
for a certain interval ω = ω1×ω2 ⊂ R2. With ω2 = [a, b], it is either b ≤ minϕ or a ≥ h.
In the first case, Γ+

` = ω is a complete interval and thus ready for further use. In the
second case, there is enough space left below the bottom of Γ+

` to attach an interval of
height h. We set

ϕ̃(x1) := min(ϕ(x1), b), ã :=

{
a if b ≤ minϕ

a− h else

12



and define
Γ :=

{
x ∈ ω1 × R : ã ≤ x2 < ϕ̃(x1)

}
.

It is Γ+
` ⊂ Γ ⊂ Φ0 and |Γ| ≤ (2n̄+ 2)h. Further, the values of the function ϕ̃ bounding

Γ satisfy
max ϕ̃− ã
min ϕ̃− ã ≤ 2n̄+ 2.

According to [Rei12], Theorem 2.4, there exists a polynomial p ∈ Pn such that the error
∆ := f − p satisfies

‖∆‖Γ,∞ ≤ c∗n
(
hn1

1 ‖∂n1
1 f‖Ω,∞ + hn2

2 ‖∂n2
2 f‖Ω,∞

)
,

where the constant c∗n depends only on n. Eventually, we use reproduction of polynomials
according to (10) and the bound (11) to obtain

‖f −Qf‖Γ`,∞ ≤ ‖∆‖Γ`,∞ + ‖Q∆‖Γ`,∞ ≤ ‖∆‖Γ`,∞ + cn max
j∈J`
‖∆‖H∗j ,∞

≤ (1 + cn)‖∆‖Γ`,∞ ≤ (1 + cn)c∗n
(
hn1

1 ‖∂n1
1 f‖Ω,∞ + hn2

2 ‖∂n2
2 f‖Ω,∞

)
.

Since ` ∈ L was chosen arbitrarily, the claim of Theorem 1 follows with C := (1 + cn)c∗n.

4 Conclusion

Theory developed in this paper clarifies the following issues:

• In the bivariate case, diversification of standard B-splines is the key to constructing
spline spaces with optimal approximation properties in the sense that the error is
bounded in terms of pure partial derivatives with a constant depending only on
the order of the spline space.

• In three of more variables, diversification is reasonable and recommended for ap-
plications. However, equally strong results as in the 2d case cannot be expected,
not even for convex domains with smooth boundary.

• Condensation is a powerful tool for the construction of bounded quasi-interpolants.

Future research will focus on a generalization of the ideas presented here to arbitrary
knot sequences and to error estimates with respect to Sobolev norms. Further, the
dependence of constants on the shape of domains in higher dimensions shall be explored.

References

[CHB09] J. A. Cottrell, T. J. R. Hughes, and Y. Bazilevs. Isogeometric Analysis:
Toward Integration of CAD and FEA. John Wiley & Sons, 2009.

[dB76] C. de Boor. On local linear functionals which vanish at all B-splines but
one. In A.G. Law and B.N. Sahney, editors, Theory of Approximation with
Applications, pages 120–145, New York, 1976. Academic Press.

13



[DDS80] W. Dahmen, R. De Vore, and K. Scherer. Multi-dimensional spline approxi-
mation. SIAM J. Numer. Anal., 17(3):380–402, 1980.
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