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Abstract

Using the periodic unfolding method we construct the homogenization
theory for the quasistatic initial boundary value problems with internal
variables, which model the deformation behavior of viscoplastic materials
with a periodic microstructure. The free energy associated with models
is assumed to be positive semi-definite only.
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1 Introduction and statement of results

In this work we are concerned with the homogenization of the initial boundary
value problem describing the deformation behavior of inelastic materials with
a periodic microstructure, in particular for plastic and viscoplastic materials.
The associated free energy is assumed to be positive semi-definite only.

The formulation of the problem is based on the assumption that only small
strains occur: Let Ω be an open bounded set, the set of material points of the
body, with C1-boundary ∂Ω. Te denotes a positive number (time of existence)
and for 0 < t ≤ Te

Ωt = Ω× (0, t).

Let S3 denote the set of symmetric 3 × 3-matrices, and let u(x, t) ∈ R3 be the
unknown displacement of the material point x at time t , T (x, t) ∈ S3 is the
unknown Cauchy stress tensor and z(x, t) ∈ RN denotes the unknown vector of
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internal variables. The model equations of the problem (a microscopic problem)
are

−divx Tη(x, t) = b(x, t), (1)
Tη(x, t) = D [x/η] (ε(∇xuη(x, t))−Bzη(x, t)), (2)

∂

∂t
zη(x, t) ∈ g (x/η,−∇zψ (x/η, ε(∇xuη(x, t)), zη(x, t))) (3)

= g
(
x/η,BTTη(x, t)− L [x/η] zη(x, t)

)
,

which must hold for x ∈ Ω and t ∈ [0,∞). The initial value for z(x, t) is taken
in the form

zη(x, 0) = 0, (4)

which must hold for x ∈ Ω. We consider the homogeneous Dirichlet boundary
condition

uη(x, t) = 0, (5)

which must be satisfied for (x, t) ∈ ∂Ω× [0,∞). Here

ε(∇xuη(x, t)) =
1
2
(∇xuη(x, t) + (∇xuη(x, t))T ) ∈ S3,

is the strain tensor, B : IRN → S3 is a linear mapping, which assigns to the
vector zη(x, t) the plastic strain tensor εp(x, t) = Bzη(x, t). For every y ∈ R3 we
denote by D[y] : S3 → S3 a linear symmetric mapping, the elasticity tensor. The
mapping y → D[y] is assumed to be measurable and periodic with a periodicity
cell Y ⊂ R3. We suppose that there exist two positive constants 0 < α ≤ β
satisfying

α|ξ|2 ≤ Dijkl[y]ξklξij ≤ β|ξ|2 for any ξ ∈ S3.

The function b : Ω× [0,∞) → R3 is the volume force. The positive semi-definite
quadratic form

ψ(y, ε, z) =
1
2
D[y](ε−Bz) · (ε−Bz) +

1
2
(L[y]z) · z (6)

represents the free energy (see Appendix [1]), and for all y ∈ R3 the function
z → g(y, z) : RN → 2R

N

is monotone1 satisfying 0 ∈ g(y, 0); y → g(y, z) is
periodic with the periodicity cell Y ⊂ R3. The symmetric positive semi-definite
N × N−matrix L[y] is measurable and periodic with the same periodicity cell
Y . The number η > 0 is the scaling parameter of the microstructure.

Definition 1.1. The system of equations (1) - (5) with the mappings B and L
introduced above is called a problem/model of monotone type iff the symmetric
N ×N−matrix M := L+BTDB is positive definite and the nonlinear function
g : R3 × RN → 2R

N

satisfying for a.e. y ∈ R3 the inequality v∗ · v ≥ 0 for all
v∗ ∈ g(y, v) is monotone.

1See Section 2 for definitons of monotone and maximal monotone mappings.
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The class of problems of monotone type was introduced by Alber in [1]
and generalized naturally the class of generalized standard materials defined by
Halphen and Nguyen Quoc Son in [17]. The function g in (3) for generalized
standard materials is a subdifferential of a convex function and, since the sub-
differential of a convex function is monotone, the class of generalized standard
materials is a sub-class of problems of monotone type. Typical application of
such models is elasto/visco-plasticity with or without hardening effects at small
strains. Such classical models of Prandtl-Reuss and Norton-Hoff belong to this
class and are examples from rate-independent and rate-dependent sub-classes
of monotone problems, respectively. It is worth to mention here that the ini-
tial boundary value problem (1) - (5) is written in the most general form and,
describing thermodynamically admissible processes, includes all elasto/visco-
plastic models at small strains used in engineering (see [1]), yet the function g is
not monotone quite often. In the rate independent case, i.e. when g = ∂IK for
a closed convex set K, an alternative approach for such models was proposed
by Mielke and Theil in [19], a so-called energetic formulation. In the setting
of Mielke and Theil the effects like damage, fracture and hysteretic behavior in
ferroelectic materials at finite strains can be also analyzed.

The construction of the homogenization theory for the quasistatic initial
boundary value problem (1) - (5) has started with the work [2], where the ho-
mogenized system of equations has been derived using the formal asymtotic
ansatz. In the followed-up work [3], for the case of positive definite free en-
ergy, the author was able to justify the formal asymtotic ansatz constructed
in [2] employing the energy method of Murat-Tartar, but for locally smooth
solutions of the homogenized problem only. It was shown there that the so-
lutions of (1) - (5) can be successfully approximated in the L2(Ω)−norm by
the functions defined with the smooth solutions of the homogenized problem.
Under the assumption that free energy is positive definite, what corresponds to
linear kinematic hardening behavior of materials, in [22] it is proved that the
difference of the solutions of the microscopic problem and the homogenized one
tends to zero in the L2(Ω×Y )−norm, where Y is the periodicity cell. This type
of convergence is called there the phase shift convergence. Shortly afterwards,
based on the results in [22], the convergence of the mentioned difference with
respect to the L2(Ω)−norm was derived in [6]. In the meantime, for the rate-
independent problems similar results were obtained in [20] using the unfolding
operator method and methods of energetic solutions. For special rate-dependent
models of monotone type the two-scale convergence of the solutions of the mi-
croscopic problem to the solutions of the homogenized problem was proved in
[29, 30]. In this work we consider only the rate-dependent problems of mono-
tone type with the constitutive function g, which belongs to a special class of
function introduced in Section 3. For this class of functions, using the unfolding
operator method (see Section 4), we are able to construct easily the homoge-
nization theory for the problem (1) - (5) based on the results obtained in [16]
(see Section 5). But to be able to apply the results from [16], we need to show
first that the solutions of the problem (1) - (5) are slightly smoother than the
existence theory in [21] provides. Therefore, Section 3 is devoted to the deriva-
tion of the additional regularity for solutions of the microscopic problem, which
is obtained by a time-discretization technique and imposing more regularity on
the given data.
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Notation. For m ∈ N, q ∈ [1,∞], we denote by Wm,q(Ω,Rk) the Banach
space of Lebesgue integrable functions having q-integrable weak derivatives up
to order m. This space is equipped with the norm ‖ · ‖m,q,Ω. If m = 0 we also
write ‖ · ‖q,Ω. If m is not integer, then the corresponding Sobolev-Slobodeckij
space is denoted by Wm,q(Ω, IRk). We set Hm(Ω,Rk) = Wm,2(Ω,Rk).

The space Wm,p
per (Y,Rk) denotes the Banach space of Y -periodic functions in

Wm,p
loc (Rk,Rk) equipped with the Wm,p(Y,Rk)-norm.
We choose the numbers p, q satisfying 1 < p, q <∞ and 1/p+ 1/q = 1. For

such p and q one can define the bilinear form on the product space Lp(Ω,Rk)×
Lq(Ω,Rk) by

(ξ, ζ)Ω =
∫

Ω

ξ(x) · ζ(x)dx.

Finally, we frequently use the spaces W k,p(0, Te;X), which consist of Bochner
measurable functions with a p-integrable weak derivatives up to order k.

2 Maximal monotone operators

In this section we recall some basics about monotone and maximal monotone
operators. For more details see [9, 18, 25], for example.

2.1 Preliminaries

Let V be a reflexive Banach space with the norm ‖ · ‖, V ∗ be its dual space
with the norm ‖ · ‖∗. The brackets 〈·, ·〉 denotes the dual pairing between V and
V ∗. Under V we shall always mean a reflexive Banach space throughout this
section. For a multivalued mapping A : V → 2V ∗ the sets

D(A) = {v ∈ V | Av 6= ∅}

and
GrA = {[v, v∗] ∈ V × V ∗ | v ∈ D(A), v∗ ∈ Av}

are called the effective domain and the graph of A, respectively.

Definition 2.1. A mapping A : V → 2V ∗ is called monotone iff the inequality
holds

〈v∗ − u∗, v − u〉 ≥ 0 (∀) [v, v∗], [u, u∗] ∈ GrA.
A monotone mapping A : V → 2V ∗ is called maximal monotone iff the inequality

〈v∗ − u∗, v − u〉 ≥ 0 (∀) [u, u∗] ∈ GrA

implies [v, v∗] ∈ GrA.
A mapping A : V → 2V ∗ is called generalized pseudomonotone iff the set Av is
closed, convex and bounded for all v ∈ D(A) and for every pair of[16, Proposi-
tion 2.16] sequences {vn} and {v∗n} such that v∗n ∈ Avn, vn ⇀ v0, v∗n ⇀ v∗0 ∈ V ∗
and

lim sup
n→∞

〈v∗n, vn − v0〉 ≤ 0,
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we have that [v0, v∗0 ] ∈ GrA and 〈v∗n, vn〉 → 〈v∗0 , v0〉.
A mapping A : V → 2V ∗ is called strongly coercive iff either D(A) is bounded
or D(A) is unbounded and the condition

〈v∗, v − w〉
‖v‖ → +∞ as ‖v‖ → ∞, [v, v∗] ∈ GrA,

is satisfied for each w ∈ D(A).

It is well known ([25, p. 105]) that if A is a maximal monotone operator,
then for any v ∈ D(A) the image Av is closed convex subset of V ∗ and the
graph GrA is demiclosed2. A maximal monotone operator is also generalized
pseudomonotone (see [9, 18, 25]).

Remark 2.1. We recall that the subdifferential of a lower semi-continuous and
convex function is maximal monotone (see [26, Theorem 2.25]).

Definition 2.2. The duality mapping J : V → 2V ∗ is defined by

J(v) = {v∗ ∈ V ∗ | 〈v∗, v〉 = ‖v‖2 = ‖v∗‖2∗ }
for all v ∈ V .

For maximal monotone operators we have the following characterization in
reflexive Banach spaces.

Theorem 2.1. Let A : V → 2V ∗ be a monotone mapping. Then A is maximal
monotone iff for any λ > 0 the following surjectivity result holds

R(A+ λJ) = V ∗.

Proof. See [9, Theorem II.1.2].

Without loss of generality (due to Asplund’s theorem) we can assume that
both V and V ∗ are strictly convex, i.e. if the unit ball in the corresponding
space is strictly convex. In virtue of Theorem 2.1, the equation

J(vλ − v) + λAvλ 3 0

has a solution vλ ∈ D(A) for every v ∈ V and λ > 0 if A is maximal monotone.
The solution is unique (see [9, p. 41]).

Definition 2.3. Setting

vλ = jA
λ v and Aλv = −λ−1J(vλ − v)

we define two single valued operators: the Yosida approximation Aλ : V → V ∗

and the resolvent jA
λ : V → D(A) with D(Aλ) = D(jA

λ ) = V .

By the definition, one immediately sees that Aλv ∈ A
(
jA
λ v

)
. For the main

properties of the Yosida approximation we refer to [9, 18, 25] and mention
only that both are continuous operators and that Aλ is bounded and maximal
monotone.

Proposition 2.1. If v ∈ convD(A), then jA
λ v → v in V as λ→ 0.

Proof. See [9, Proposition II.1.1] or [25, Proposition III.3.1].
2A set A ∈ V × V ∗ is demiclosed if vn converges strongly to v0 in V and v∗n converges

weakly to v∗0 in V ∗ (or vn converges weakly to v0 in V and v∗n converges strongly to v∗0 in
V ∗) and [vn, v∗n] ∈ GrA, then [v, v∗] ∈ GrA
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2.2 Convergence of maximal monotone graphs

In the presentation of the next subsections we follow the work [16], where the
reader can also find the proofs of the results mentioned here.

The derivation of the homogenized equitions for the initial boundary value
problem (1) - (5) is based on the notion of the convergence of the graphs of
maximal monotone operators.

According to Brezis [10] and Attouch [8], the convergence of the graphs of
maximal monotone operators is defined as follows.

Definition 2.4. Let An, A : V → 2V ∗ be maximal monotone operators. The
sequence An converges to A as n → ∞, (An ½ A), if for every [v, v∗] ∈ GrA
there exists a sequence [vn, v

∗
n] ∈ GrAn such that [vn, v

∗
n] → [v, v∗] strongly in

V × V ∗ as n→∞.

Obviously, if An and A are everywhere defined, continuous and monotone,
then the pointwise convergence, i.e. if for every v ∈ V , An(v) → A(v), implies
the convergence of the graphs. The converse is true in finite-dimensional spaces.

The next theorem is the main mathematical tool in the derivation of the
homogenized equations for the problem (1) - (5).

Theorem 2.2. Let An, A : V → 2V ∗ be maximal monotone operators, and
let [vn, v

∗
n] ∈ GrAn and [v, v∗] ∈ V × V ∗. If, as n → ∞, An ½ A, vn ⇀ v0,

v∗n ⇀ v∗0 ∈ V ∗ and
lim sup

n→∞
〈v∗n, vn〉 ≤ 〈v∗0 , v0〉 ,

then [v0, v∗0 ] ∈ GrA and

lim inf
n→∞

〈v∗n, vn〉 = 〈v∗0 , v0〉 .

Proof. See [16, Theorem 2.8].

The convergence of the graphs of multi-valued maximal monotone operators
can be equivalently stated in term of the pointwise convergence of the corre-
sponding single-valued Yosida approximations and resolvents as the following
result shows.

Theorem 2.3. Let An, A : V → 2V ∗ be maximal monotone operators and
λ > 0. The following statements are equivalent:

(a) An ½ A as n→∞;

(b) for every v ∈ V , jAn

λ v → jA
λ v as n→∞;

(c) for every v ∈ V , An
λv → Aλv as n→∞;

(d) An
λ ½ Aλ as n→∞.

Moreover, the convergences jAn

λ v → jA
λ v and An

λv → Aλv are uniform on
strongly compact subsets of V .

Proof. See [16, Theorem 2.9].
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2.3 Measurability of multi-valued mappings

In this subsection we present briefly some facts about measurable multi-valued
mappings. We assume that V , and hence V ∗, is separable and denote the set
of maximal monotone operators from V to V ∗ by M(V × V ∗). Further, let
(ω,Σ(ω), µ) be a σ−finite µ−complete measurable space.

Definition 2.5. A function A : ω → M(V × V ∗) is measurable iff for every
open set U ∈ V × V ∗ (resp closed set, Borel set, open ball, closed ball),

{x ∈ ω | A(x) ∩ U 6= ∅}
is measurable in ω.

The next result states that the notion of measurability for maximal monotone
mappins can be equivalently defined in terms of the measurability for appropri-
ate single-valued mappings.

Proposition 2.2. Let A : ω →M(V ×V ∗), let λ > 0 and let E be dense in V .
The following are equivalent:

(a) A is measurable;

(b) for every v ∈ E, x 7→ j
A(x)
λ v is measurable;

(c) v ∈ E, x 7→ Aλ(x)v is measurable.

Proof. See [16, Proposition 2.11].

For further reading on measurable multi-valued mappings we refer the reader
to [11, 18, 24].

2.4 Canonical extensions of maximal monotone operators

Given a mapping A : ω →M(V × V ∗), one can define a monotone graph from
Lp(ω, V ) to Lq(ω, V ∗), where 1/p+ 1/q = 1, as follows:

Definition 2.6. Let A : ω → M(V × V ∗), the canonical extension of A from
Lp(ω, V ) to Lq(ω, V ∗), where 1/p+ 1/q = 1, is defined by:

GrA = {[v, v∗] ∈ Lp(ω, V )×Lq(ω, V ∗) | [v(x), v∗(x)] ∈ GrA(x) for a.e. x ∈ ω}.
Monotonicity of A defined in Definition 2.6 is immediate, while its maximal-

ity follows from the next proposition.

Proposition 2.3. Let A : ω →M(V × V ∗) be measurable. If GrA 6= ∅, then
A is maximal monotone.

Proof. See [16, Proposition 2.13].

We have to point out here that the maximality of A(x) for almost every
x ∈ ω does not imply the maximality of A as the latter can be empty [16]:
ω = (0, 1), and GrA(x) = {[v, v∗] ∈ Rm × Rm | v∗ = t−1/q}.

For given mappings A,An : ω →M(V × V ∗) and their canonical extensions
A,An, one can ask whether the pointwise convergence An(x) ½ A(x) implies
the convergence of the graphs of corresponding canonical extensions An ½ A.
The answer is given by the next theorem.
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Theorem 2.4. Let A,An : ω →M(V × V ∗) be measurable. Assume

(a) for almost every x ∈ ω, An(x) ½ A(x) as n→∞,

(b) A and An are maximal monotone,

(c) there exists [αn, βn] ∈ GrAn and [α, β] ∈ Lp(ω, V ) × Lq(ω, V ∗) such that
[α, β] → [α, β] strongly in Lp(ω, V )× Lq(ω, V ∗) as n→∞,

then An ½ A.

Proof. See [16, Proposition 2.16].

We note that assumption (c) in Theorem 2.4 can not be dropped in virtue
of [16, Remark 2.16].

3 Existence of solutions

The existence of solutions for initial boundary value problem (1) - (5) under
quite general assumptions has been already shown in [21]. Unfortunately, the
existence theory constructed in [21] does not provide us with enough uniform
estimates for the solutions of the problem (1) - (5) in order to the homogeniza-
tion procedure could be performed smoothly. However, we have noticed that
the homogenized equations can be easily derived once we increase slightly the
regularity of given data. The additional regularity of the data, except desired
estimates, yields the additional regularity of the solutions. This section is there-
fore devoted to the derivation of the additional uniform estimates and to the
proof of the existence of more regular solutions.

We define a class of maximal monotone functions, which we are dealing with
in this work.

Definition 3.1. For m ∈ L1(ω, IR), α ∈ R+ and p > 1, M(ω,Rk, p, α,m) is
the set of multi-valued functions g : ω × Rk → 2IRk

with following properties

• v 7→ g(x, v) is maximal monotone for almost all x ∈ ω,

• the mapping x 7→ jλ(x, v) : ω → IRk is measurable for all λ > 0, where
jλ(x, v) is the inverse of v 7→ v + λg(x, v),

• for a.e. x ∈ ω and every v∗ ∈ g(x, v)

α

(‖v‖p

p
+
‖v∗‖q

q

)
≤ (v, v∗) +m(x), (7)

where 1/p+ 1/q = 1.

Remark 3.1. We note that the condition (7) is equivalent to the following two
inequalities

‖v∗‖q ≤ m1(x) + α1‖v‖p, (8)
(v, v∗) ≥ m2(x) + α2‖v‖p, (9)

for a.e. x ∈ ω and every v∗ ∈ g(x, v) and with suitable functions m1,m2 ∈
L1(ω, IR) and numbers α1, α2 ∈ R+.
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The main properties of the classM(ω,Rk, p, α,m) are stated in the following
proposition.

Proposition 3.1.

(a) Let G be a canonical extension of a function g ∈M(ω,Rk, p, α,m). Then
G is maximal monotone, surjective and D(G) = Lp(ω,Rk).

(b) Let Gη be canonical extensions of functions gη ∈ M(ω,Rk, p, α,mη) and
g : ω → M(IRk × Rk) is measurable. If mη converges to m strongly in
L1(ω, IR) and if for a.e. x ∈ ω the convergence gη(x) ½ g(x) holds, then
g ∈M(ω,Rk, p, α,m) and Gη ½ G.

Proof. See Corollary 2.15 and Corollary 2.17 in [16].

Now, we can state the main result of this section.

Theorem 3.1. Assume that the matrix Lη ∈ L∞(Ω,RN×N ) in (6) is posi-
tive semi-definite and that the mappings3 gη ∈ M(Ω,RN , p, α,mη) are given.
Suppose that b ∈ Lp(0, Te;W−1,p(Ω, IR3)). Then

(uη, Tη) ∈ Lq(0, Te;W 1,q(Ω,R3)× Lq(Ω,S3)),

zη ∈W 1,q(0, Te;Lq(Ω,RN )), BTTη − Lηzη ∈ Lp(ΩTe ,RN )

is a solution of the microscopic intial boundary value problem (1) - (5). If,
additionally, b ∈W 1,p(0, Te;W−1,p(Ω, IR3)) and

gη(x,BTT (0)
η ) ∩ L2(Ω,RN ) 6= ∅, (10)

where (u(0)
η , T

(0)
η ) is a solution of the problem (85) - (87) to the data b̂ = b(t),

γ̂ = ε̂p = 0, then the solutions possess also the following regularity properties

(Tη, L
1/2
η zη) ∈ H1(0, Te;L2(Ω,S3 × RN )).

Moreover, if the next condition holds

sup
η>0

GηT
(0)
η Ω <∞, (11)

where GηT
(0)
η Ω = inf{‖ζ‖Ω | ζ ∈ L2(Ω,RN ), ζ(x) ∈ gη(x,BTT

(0)
η (x))}, then

all inclusions mentioned above are uniform with respect to η.

Proof. To simplify the notations we drop η. The first part of the proof is shown
in [21]. Therefore, it is left to verify the additional regularity of solutions of (1)
- (5) only. We show this by the Rothe method (a time-discretization method,
see [27] for details). In order to introduce a time-discretized problem, let us fix
any m ∈ N and set

h :=
Te

2m
, z0

m := 0, bnm :=
1
h

∫ nh

(n−1)h

b(s)ds ∈W−1,p(Ω,R3), n = 1, ..., 2m.

3Here, gη(x, z) := g(x/η, z) and Lη [x] := L[x/η] for x ∈ Ω, z ∈ RN .
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Then, we are looking for functions un
m ∈ H1(Ω,R3), Tn

m ∈ L2(Ω,S3) and zn
m ∈

L2(Ω,RN ) with

Σn,m := BTTn
m − 1

m
zn
m − Lzn

m ∈ Lp(Ω,RN )

solving the following problem

− divx T
n
m(x) = bnm(x), (12)

Tn
m(x) = D(ε(∇xu

n
m(x))−Bzn

m(x)), (13)

zn
m(x)− zn−1

m (x)
h

∈ g
(
x,Σn,m(x)

)
, (14)

together with the boundary conditions

un
m(x) = 0, x ∈ ∂Ω . (15)

Next, we adopt the reduction technique in [4] to the above equations. Let
(un

m, T
n
m, z

n
m) be a solution of the boundary value problem (12) - (15). The

equations (12), (13) and (15) form a boundary value problem for the components
(un

m, T
n
m) of the solution, the problem of linear elasticity theory. Due to linearity

of this problem we can write these components of the solution in the form

(un
m, T

n
m) = (ũn

m, σ̃
n
m) + (vn

m, σ
n
m),

with the solution (vn
m, σ

n
m) of the Dirichlet boundary value problem (85) - (87)

to the data b̂ = bnm, γ̂ = ε̂p = 0, and with the solution (ũn
m, σ̃

n
m) of the problem

(85) - (87) to the data b̂ = γ̂ = 0, ε̂p = Bzn
m. We thus obtain

ε(∇xu
n
m)−Bzn

m = (P2 − I)Bzn
m + ε(∇xv

n
m).

We insert this equation into (13) and get that (14) can be rewritten in the
following form

zn
m − zn−1

m

h
∈ G(−Mmz

n
m +BTσn

m

)
, (16)

where
Mm := BT (DQ2 + L)B +

1
m
I : L2(Ω,RN ) → L2(Ω,RN )

with the Helmholtz projection Q2 and G is a canonical extension of g. Next,
the problem (16) reads

Ψ(zn
m) 3 BTσn

m, (17)

where

Ψ(v) = G−1
(v − zn−1

m

h

)
+Mmv.

We note first that Mm is bounded and positive definite operator (see Corol-
lary 5.1.1 and the definition of Mm). Thus, it is maximal monotone by Theorem
II.1.3 in [9]. Since Mm is everywhere defined and G−1 is maximal monotone, by
Theorem III.3.6 in [9] the sum G−1 +Mm is maximal monotone too. Since Mm
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is coercive in L2(Ω,RN ), what obviously yields the coercivity of Ψ, the operator
Ψ is surjective by Theorem III.2.10 in [25]. Thus, we may conclude that the
equation (17) as well as the problem (16) have solutions. By the constructions
this implies that the boundary value problem (12) - (15) is solvable as well (for
more details we refer the reader to [4]).

Rothe approximation functions: For any family {ξn
m}n=0,...,m of functions

in a reflexive Banach space X, we define the piecewise affine interpolant ξm ∈
C([0, Te], X) by

ξm(t) :=
(
t

h
− (n− 1)

)
ξn
m +

(
n− t

h

)
ξn−1
m for (n− 1)h ≤ t ≤ nh (18)

and the piecewise constant interpolant ξ̄m ∈ L∞(0, Te;X) by

ξ̄m(t) := ξn
m for (n− 1)h < t ≤ nh, n = 1, ..., 2m, and ξ̄m(0) := ξ0m. (19)

For the further analysis we recall the following property of ξ̄m and ξm:

‖ξm‖LP (0,Te;X) ≤ ‖ξ̄m‖LP (−h,Te;X) ≤
(
h‖ξ0m‖p

X + ‖ξ̄m‖p
LP (0,Te;X)

)1/p

, (20)

where ξ̄m is formally extended to t ≤ 0 by ξ0m and 1 ≤ p ≤ ∞ (see [27]).

A-priori estimates. Multiplying (12) by (un
m − un−1

m )/h and then integrating
over Ω we get

(
σn

m, ε(∇(un
m − un−1

m )/h)
)
Ω

=
(
bnm, (u

n
m − un−1

m )/h
)
Ω
.

Multiplying (14) by wn
m := (zn

m − zn−1
m )/h and then integrating the obtained

equation over Ω yield
∫

Ω

(G−1(wn
m), wn

m

)
dx = (Tn

m, Bw
n
m)Ω− 1

mh

(
zn
m−zn−1

m , zn
m

)
Ω
− 1
h

(
zn
m−zn−1

m , Lzn
m

)
Ω
.

With (13) we get that

1
h

(
D−1Tn

m, T
n
m − Tn−1

m

)
Ω

+
1
h

(
L1/2(zn

m − zn−1
m ), L1/2zn

m

)
Ω

+
1
m

1
h

(
zn
m − zn−1

m , zn
m

)
Ω

+
∫

Ω

(G−1(wn
m), wn

m

)
dx =

1
h

(
bnm, u

n
m − un−1

m

)
Ω
.

Multiplying by h and summing the obtained relation for n = 1, ..., l for any fixed
l ∈ [1, 2m] we derive the following inequality (here B := D−1)

1
2

(
‖B1/2T l

m‖2Ω + ‖L1/2zl
m‖2Ω +

1
m
‖zl

m‖2Ω
)

+ h

l∑
n=1

∫

Ω

(G−1(wn
m), wn

m

)
dx

≤ C(0) + h

l∑
n=1

(
bnm,

un
m − un−1

m

h

)

Ω

,

where4

2C(0) := ‖B1/2T 0
m‖2Ω + ‖L1/2z0

m‖2Ω +
1
m
‖z0

m‖2Ω.
4Here we use the following inequality (see [27])

lX

n=1

(φn
m − φn−1

m , φn
m)Ω =

1

2

lX

n=1

“
‖φn

m‖2Ω − ‖φn−1
m ‖2Ω

”

11



We estimate now the right hand side of the last inequality. Since un
m is a solution

of the linear elliptic problem formed by the equations (12) - (13), (15), it satisfies
(see [28], if needed) the inequality

‖un
m‖1,q,Ω ≤ C

(‖bnm‖q,Ω + ‖zn
m‖q,Ω

)
, (21)

where C is a positive constant independent of n and m. Therefore, using the
linearity of the problem formed by (12) - (13), (15), the inequality (21) and
Young’s inequality with ε > 0 we get that

(
bnm,

un
m − un−1

m

h

)

Ω

≤ ‖bnm‖p,Ω‖(un
m − un−1

m )/h‖1,q,Ω ≤ CCε‖bnm‖p
p,Ω

+Cε‖(bnm − bn−1
m )/h‖q

q,Ω + Cε‖(zn
m − zn−1

m )/h‖q
q,Ω, (22)

where Cε is a positive constant appearing in the Young inequality. Combining
the inequalities (21) and (22), applying (7) and choosing an appropriate value
for ε > 0 we obtain the following estimate

1
2

(
‖B1/2T l

m‖2Ω + ‖L1/2zl
m‖2Ω +

1
m
‖zl

m‖2Ω
)

+ hĈε

l∑
n=1

∫

Ω

∥∥∥z
n
m − zn−1

m

h

∥∥∥
q

dx

≤ C(0) + hC̃ε

l∑
n=1

(
‖bnm‖p

p,Ω + ‖(bnm − bn−1
m )/h‖q

q,Ω

)
, (23)

where C̃, C̃ε and Ĉε are some positive constants. Now, taking Remark 8.15 in
[27] and the definition of Rothe’s approximation functions into account we may
rewrite (23) as follows

‖B1/2T̄m(t)‖2Ω + C1‖L1/2z̄m(t)‖2Ω +
1
m
‖z̄m(t)‖2Ω (24)

+2Ĉε

∫ Te

0

∫

Ω

∥∥∂tzm(x, t)
∥∥q
dxdt ≤ 2C(0) + 2C̃ε‖b‖p

W 1,p(0,Te;Lp(Ω,R3)).

From the estimate (25) we get then that

{zm}m is uniformly bounded in W 1,q(0, Te;Lq(Ω,RN )), (25)

{L1/2z̄m}m is uniformly bounded in L∞(0, Te;L2(Ω,RN )), (26)

{T̄m}m, is uniformly bounded in L∞(0, Te;L2(Ω,S3)), (27)
{

1√
m
z̄m

}

m

is uniformly bounded in L∞(0, Te;L2(Ω,RN )). (28)

In particular, the uniform boundness of the sequences in (25) - (28) yields
{
Σ̄m

}
m

is uniformly bounded in Lp(0, Te;Lp(Ω,RN )), (29)

{um}m is uniformly bounded in W 1,q(0, Te;W 1,q(Ω,R3)). (30)

+
1

2

lX

n=1

‖φn
m − φn−1

m ‖2Ω ≥ 1

2
‖φl

m‖2Ω −
1

2
‖φ0

m‖2Ω

for any family of functions φ0
m, φ1

m, ..., φm
m.
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Employing (20) the estimates (26) - (29) further imply that sequnces {Tm}m,
{L1/2zm}m, {zm/

√
m}m and {Σm}m are also uniformly bounded in the corre-

sponding spaces.GraphConvCanExten Moreover, due to (25) and the following
obvious relation

zl
m = z0

m + h

l∑
n=1

(
zn
m − zn−1

m

h

)

we may conclude that {z̄m}m is uniformly bounded in Lq(0, Te;Lq(Ω,RN )).

Weak limits of approximating sequences. By estimates (25) - (30) and
at the expense of extracting a subsequence, we have that sequences in (25) -
(30) converge with respect to weak and weakly star topologies in corresponding
spaces, respectively. Next, we claim that weak limits of {z̄m}m and {zm}m

coincide. Indeed, using (25) it can be shown as follows

‖zm − z̄m‖q
q,ΩTe

=
m∑

n=1

∫ nh

(n−1)h

∥∥∥∥(zn
m − zn−1

m )
t− nh

h

∥∥∥∥
q

q,Ω

dt

=
hq+1

q + 1

m∑
n=1

∥∥∥∥
zn
m − zn−1

m

h

∥∥∥∥
q

q,Ω

=
hq

q + 1

∥∥∥∥
dzm

dt

∥∥∥∥
q

q,ΩTe

,

which implies that z̄m − zm converges strongly to 0 in Lq(ΩTe ,RN ). The proof
of the fact that the difference T̄m−Tm converges weakly to 0 in L2(ΩTe ,S3) can
be performed as in [27, p. 210]. For reader’s convenience we reproduce here the
reasoning from there. Let us choose some appropriate number d ∈ N and then fix
any integer n0 ∈ [1, 2d]. Let h0 = Te/2n0 . Consider functions I[h0(n0−1),h0n0]v
with v ∈ L2(Ω,S3), where IK denotes the indicator function of a set K. We
note that, according to [27, Proposition 1.36], the linear conbinations of all such
functions are dense in L2(ΩTe ,S3). Then for any h ≤ h0

5

(
Tm − T̄m, I[h0(n0−1),h0n0]v

)
ΩTe

=
∫ h0n0

h0(n0−1)

(
Tm(t)− T̄m(t), v

)
Ω
dt

=
h0n0/h∑

n=h0(n0−1)/h+1

∫ nh

(n−1)h

(
(Tn

m − Tn−1
m )

t− nh

h
, v

)

Ω

dt

= −h
2

(
Th0n0/h

m − Th0(n0−1)/h
m , v

)
Ω

= −h
2

(
T̄m(h0n0)− T̄m(h0(n0 − 1)), v

)
Ω
.

Employing (27) we get that T̄m−Tm converges weakly to 0 in L2(ΩTe ,S3). Next,
by (28) the sequence {zm/m}m converges strongly to 0 in L2(ΩTe ,RN ). Sum-
marizing all observations made above we may conclude that the limit functions
denoted by u, T, z and Σ have the following properties

u ∈W 1,q(ΩTe ,R3), (T,L1/2z) ∈ L∞(0, Te;L2(Ω,S3 × RN )),

and
z ∈W 1,q(0, Te;Lq(Ω,RN )), Σ = BTT − Lz ∈ Lp(ΩTe ,RN ).

To be able to pass to the weak limit, we need to derive further a’priori estimates.
5We recall that h is chosen to be equal to Te/2m for some m ∈ N.
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Existence of solutions. In order to get the additional a’priori estimates, we
extend the function b for t < 0 by setting b(t) = b(0). The extended function b is
still in the space W 1,p(−2h, Te;W−1,p(Ω,R3)). Then, we set b0m = b−1

m := b(0).
Let us further set

z−1
m := z0

m − hG(Σ0,m).

For given z−1
m and z0

m, we can define functions (u−1
m , T−1

m ) and (u0
m, T

0
m) as

solutions of linear elasticity problem (85) - (87) to the data b̂ = b−1
m , γ̂ = 0,

ε̂p = z−1
m and b̂ = b0m, γ̂ = 0, ε̂p = z0

m, respectively. Due to the assumption (10),
the following estimate holds

{∥∥∥∥
z0
m − z−1

m

h

∥∥∥∥
Ω

,

∥∥∥∥
u0

m − u−1
m

h

∥∥∥∥
Ω

,

∥∥∥∥
T 0

m − T−1
m

h

∥∥∥∥
Ω

}
≤ C, (31)

where C is some positive constant independent of m.

Taking now the incremental ratio of (14) for n = 1, ..., 2m, we obtain6

ẑn
m − ẑn−1

m = G(Σn,m)− G(Σ(n−1),m).

Let us now multiply the last identity by −(Σn,m−Σ(n−1),m)/h. Then using the
monotonicity of G we get

1
m

(
ẑn
m − ẑn−1

m , ẑn
m

)
Ω

+
(
ẑn
m − ẑn−1

m , Lẑn
m

)
Ω
≤ (

ẑn
m − ẑn−1

m , BT T̂n
m

)
Ω
.

Further, (12) and (13) imply

1
m

(
ẑn
m − ẑn−1

m , ẑn
m

)
Ω

+
(
ẑn
m − ẑn−1

m , Lẑn
m

)
Ω

+
(
T̂n

m − T̂n−1
m ,C−1T̂n

m

)
Ω

≤ (
ûn

m − ûn−1
m , b̂nm

)
Ω
.

As above, multiplying the last inequality by h and summing then for n = 1, ..., l
for any fixed l ∈ [1, 2m] we get the estimate

h

m
‖ẑl

m‖2Ω + h‖L1/2ẑl
m‖2Ω + h‖B1/2T̂ l

m‖2Ω ≤ hC(0)

+2h
l∑

n=1

(
b̂nm, û

n
m − ûn−1

m

)
Ω
, (32)

where now C(0) denotes

C(0) := ‖B1/2T̂ 0
m‖2Ω + ‖L1/2ẑ0

m‖2Ω +
1
m
‖ẑ0

m‖2Ω.

We note immediately that (31) yields the uniform boundness of C(0) with respect
to m. The right hand side in (32) can be estimated as follows. First, we note
that

l∑
n=1

(
b̂nm, û

n
m − ûn−1

m

)
Ω

=
l∑

n=1

(
b̂n−1
m − b̂nm, û

n−1
m

)
Ω

+
(
b̂lm, û

l
m

)
Ω
−

(
b̂0m, û

0
m

)
Ω
.

6For sake of simplicity we use the following notation φ̂n
m := (φn

m − φn−1
m )/h, where

φ0
m, φ1

m, ..., φm
m is any family of functions.
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Thus, by using (31) and Young’s inequality one easily gets the following

h

l∑
n=1

(
b̂nm, û

n
m − ûn−1

m

)
Ω
≤ C

(
1 + ‖b‖W 1,p(0,Te,Lp(Ω,R3)) + ‖um‖W 1,q(ΩTe ,IR3)

)
,

where C is some positive constant. Summing now (32) for l = 1, ..., 2m we derive
the estimate

2m∑
n=1

(
h

m
‖ẑl

m‖2Ω + h‖L1/2ẑl
m‖2Ω + h‖B1/2T̂ l

m‖2Ω
)

≤ Te

(
C(0) + 2C

(
1 + ‖b‖W 1,p(0,Te,Lp(Ω,R3)) + ‖um‖W 1,q(ΩTe ,IR3)

) )
.(33)

Since um is uniformly bounded in W 1,q(ΩTe
, IR3), the last estimate (33) gives

{∂tL
1/2zm}m is uniformly bounded in L2(0, Te;L2(Ω,RN )), (34)

{∂tTm}m is uniformly bounded in L2(0, Te;L2(Ω,S3)), (35)
{

1√
m
∂tzm

}

m

is uniformly bounded in L2(0, Te;L2(Ω,RN )). (36)

To prove that the weak limits of sequences um, Tm and zm solve the problem (1)
- (5), we are goning to use the pseudo-monotonicity property of the maximal
monotone mapping G. To this end, we note first that one can easily pass to the
weak limit in the equations (1), (2) and (5) and gets that

− divx T (x, t) = b(x, t), (37)
T (x, t) = Dη [x] (ε(∇xu(x, t))−Bz(x, t)), (38)
u(x, t) = 0, (x, t) ∈ ∂Ω× (0, Te). (39)

To pass to the limit in (3), we proceed as follows:
(
dzm

dt
, Σ̄m

)

ΩTe

=
(
dzm

dt
,BT T̄m

)

ΩTe

− 1
m

(
dzm

dt
, z̄m

)

ΩTe

−
(
dzm

dt
, Lz̄m

)

ΩTe

.

With (12) - (13) we then have that
(
dzm

dt
, Σ̄m

)

ΩTe

= −
(
dTm

dt
, T̄m

)

ΩTe

− 1
m

(
dzm

dt
, z̄m

)

ΩTe

−
(
dzm

dt
, Lz̄m

)

ΩTe

+
(
dum

dt
, b̄m

)

ΩTe

.

Thus, by Lemma 3.1,

lim sup
m→∞

(
dzm

dt
, Σ̄m

)

ΩTe

≤ −
(
d(L1/2z)

dt
, L1/2z

)

ΩTe

−
(
dT

dt
, T

)

ΩTe

+ (b, ∂tu)ΩTe
. (40)
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Finally, equations (37) - (39) together with (40) yield7

lim sup
m→∞

(
dzm

dt
, Σ̄m

)

ΩTe

≤
(
dz

dt
,BTT − Lz

)

ΩTe

, (41)

and, by the pseudo-monotonicity property of G, we conclude that

[∂z(x, t), BTT (x, t)− Lz(x, t)] ∈ Grg(x).
This, together with (37) - (39), completes the proof of Theorem 3.1.

At the end of this section we prove the following lemma used in the proof of
Theorem 3.1.

Lemma 3.1. Let X be a reflexive Banach space embedded continuously into a
Hilbert space H, functions φm, φ̄m be defined by (18) and (19) for any family of
functions φ0

m, φ
1
m, ..., φ

m
m, respectively, and φ be a weak limit of φm. Then, the

following inequality holds

lim sup
m→∞

(
dφm

dt
, φ̄m

)

Lq(X∗),Lp(X)

≥
(
dφ

dt
, φ

)

Lq(X∗),Lp(X)

.

Proof. The inequality results from the next line by taking lim sup from both
side and using the lower semi-continuity of the norm

(
dφm

dt
, φ̄m

)

Lq(X∗),Lp(X)

=
m∑

n=1

∫ hn

h(n−1)

(
φn

m − φn−1
m

h
, φn

m

)

X∗,X

dt

=
m∑

n=1

(
φn

m − φn−1
m , φn

m

)
X∗,X

≥ 1
2
‖φm

m‖2H − 1
2
‖φ0

m‖2H .

The proof is completed by the application of the generalized integration-by-parts
formula.

4 The periodic unfolding

The derivation of the homogenized problem for (1) - (5) is based on the periodic
unfolding operator introduced by Cioranescu, Damlamian and Griso [12]. For
the reader unfamiliar with this method we recall the definitions and properties
of this operator. The proofs can be found in [12, 13, 15].

4.1 Periodic unfolding method

In Zk, let Ω be an open set and Y a reference cell. For z ∈ Zk, [z]Y denotes the
unique integer combination

∑k
j=1 djbj of the periods such that z− [z]Y belongs

to Y , and set
{z}Y := z − [z]Y ∈ Y z ∈ Zk.

7We observe that for a.e. (x, t) one has
 

d(L1/2z)

dt
(x, t), L1/2z(x, t)

!
=

„
dz

dt
(x, t), Lz(x, t)

«
,

and, since the first function is integrable, the second one is integrable as well.
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Then, for each x ∈ Rk, one has

x = η

([
x

η

]

Y

+ y

)
.

We use the following notations:

Ξη = {ξ ∈ Zk | η(ξ + Y ) ⊂ Ω}, Ω̂η = int





⋃

ξ∈Ξη

(
ηξ + ηY

)


 , Λη = Ω \ Ω̂η.

The set Ω̂η is the largest union of η(ξ + Y ) cells (ξ ∈ Zk) included in Ω, while
Λη is the subset of Ω containing the parts from η(ξ + Y ) cells intersecting the
boundary ∂Ω.

Definition 4.1. Let Y be a reference cell, η be a positive number and a map
v : Ω → Rk. The unfolding operator Tη(v) : Ω× Y → Rk is defined by

Tη(v) :=

{
v

(
η

[
x
η

]
Y

+ ηy
)
, a.e. (x, y) ∈ Ω̂η × Y,

0, a.e. (x, y) ∈ Λη × Y.

The next results are straightforward from Definition 4.1.

Proposition 4.1. For p ∈ [1,∞[, the operator Tη is linear and continuous from
Lp(Ω,Rk) to Lp(Ω× Y,Rk). For every φ in L1(Ω,Rk) one has

(a) 1
|Y |

∫
Ω×Y

Tη(φ)(x, y)dxdy =
∫
Ω̂η
φ(x)dx,

(b) 1
|Y |

∫
Ω×Y

|Tη(φ)(x, y)|dxdy ≤ ∫
Ω
|φ(x)|dx,

(c)
∣∣∣
∫
Ω̂η
φ(x)dx− 1

|Y |
∫
Ω×Y

Tη(φ)(x, y)dxdy
∣∣∣ ≤

∫
Λη
|φ(x)|dx,

(d) ‖Tη(φ)‖p,Ω×Y = |Y |1/p‖φIΩ̂η
‖p,Ω ≤ |Y |1/p‖φ‖p,Ω.

Proof. See [13, Proposition 2.5].

Obviously, if φη ∈ L1(Ω,Rk) satisfies
∫

Λη

|φη(x)|dx→ 0, (42)

then ∫

Ω

φη(x)dx− 1
|Y |

∫

Ω×Y

Tη(φη)(x, y)dxdy → 0.

If a sequence φη satisfies (42), we shall write
∫

Ω

φη(x)dx
Tη' 1
|Y |

∫

Ω×Y

Tη(φη)(x, y)dxdy.

Proposition 4.2. Suppose ∂Ω is bounded. Let uη be a bounded sequence in
Lp(Ω,Rk) and wη be a bounded sequence in Lq(Ω,Rk), 1/p+ 1/q = 1, then

∫

Ω

uηwηdx
Tη' 1
|Y |

∫

Ω×Y

Tη(uη)Tη(wη)dxdy.
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Proof. See [13, Proposition 2.7].

Proposition 4.3. Let p belong to [1,∞[.

(a) For any v ∈ Lp(Ω,Rk), Tη(v) → v strongly in Lp(Ω× Y,Rk),

(b) Let vη be a bounded sequence in Lp(Ω,Rk) such that vη → v strongly in
Lp(Ω,Rk), then

Tη(vη) → v, strongly in Lp(Ω× Y,Rk).

(c) For every relatively weakly compact sequence vη in Lp(Ω,Rk), the corre-
sponding Tη(vη) is relatively weakly compact in Lp(Ω × Y,Rk). Further-
more, if

Tη(vη) ⇀ v̂ in Lp(Ω× Y,Rk),

then

vη ⇀
1
|Y |

∫

Y

v̂dy in Lp(Ω,Rk).

Proof. See [13, Proposition 2.9].

Next results present some properties of the restriction of the unfolding op-
erator to the space W 1,p(Ω,Rk).

Proposition 4.4. Let p belong to ]1,∞[.

(a) Suppose that vη ∈W 1,p(Ω,Rk) is bounded in Lp(Ω,Rk) and satisfies

η‖∇vη‖p,Ω ≤ C.

Then, there exists a subsequence and v̂ ∈ Lp(Ω,W 1,p
per(Y,Rk)) such that

Tη(vη) ⇀ v̂ in Lp(Ω,W 1,p
per(Y,Rk)),

Tη(∇vη) ⇀ ∇y v̂ in Lp(Ω× Y,Rk).

(b) Let vη converge weakly in W 1,p(Ω,Rk) to v. Then

Tη(vη) ⇀ v in Lp(Ω,W 1,p
per(Y,Rk)).

Proof. See [13, Corollary 3.2, Corollary 3.3].

Proposition 4.5. Let p belong to ]1,∞[. Let vη converge weakly in W 1,p(Ω,Rk)
to some v. Then, up to a subsequence, there exists some v̂ ∈ Lp(Ω,W 1,p

per(Y,Rk))
such that

Tη(∇vη) ⇀ ∇v +∇y v̂ in Lp(Ω× Y,Rk).

Proof. See [13, Theorem 3.5, (i)].

For a multi-valued function g ∈ M(ω,Rk, α,m) the unfolding operator is
defined as follows.
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Definition 4.2. Let Y be a reference cell, η be a positive number and a map
g ∈ M(ω,Rk, p, α,m). The unfolding operator Tη(g) : Ω × Y × Rk → 2R

k

is
defined by

Tη(g)(x, y, z) :=

{
g

(
η

[
x
η

]
Y

+ ηy, z
)
, a.e. (x, y) ∈ Ω̂η × Y, z ∈ Rk,

‖z‖p−2z, a.e. (x, y) ∈ Λη × Y, z ∈ Rk.

We note that the periodic unfolding method described above is an alternative
to the two-scale convergence method introduced in [23] and further developed
in [7]. More precisely, the two-scale convergence of a bounded sequence vη in
Lp(Ω,Rk) is equivalent to the weak convergence of the corresponding unfolded
sequence Tη(vη) in Lp(Ω× Y,Rk) (see [13, Proposition 2.14]).

4.2 Homogenization of linear elasticity system

Now we show how to apply the periodic unfolding method to the homogenization
of linear elasticity systems with periodically highly oscillating coefficients (see
[14] for properties of periodically oscillating functions). Our interest in this
particular example is not only because of that the equations (1), (2) and (5)
form an elasticity problem but also because of the strong convergence of the
unfolded sequence of the gradients of the solutions of linear elasticity problem
(see Theorem 4.1 below), what is of great importance in the derivation of the
homogenized equations for the initial boundary value problem (1) - (5). The
proof of the mentioned result applied to an elliptic partial differential equation
is performed in [13] and can be carried over linear elasticity systems without
significant modifications. Therefore, we present here only that part of the proof
in [13], which might cause some difficulties at first glance when one tries to
adopt the proof.

Let us consider the linear elasticity problem

− div Tη(x) = b̂(x), x ∈ Ω, (43)

Tη(x) = D
[
x

η

]
ε (∇xuη(x)− εp,η(x)) , x ∈ Ω, (44)

uη(x) = 0, x ∈ ∂Ω, (45)

with given functions b̂ ∈ H−1(Ω, IR3) and εp,η ∈ L2(Ω,S3) such that εp,η con-
verges to εp,0 strongly in L2(Ω,S3) as η → 0. The following result holds.

Theorem 4.1. There exist u0 ∈ H1
0 (Ω, IR3), T0 ∈ L2(Ω × Y,S3) and u1 ∈

L2(Ω,H1
per(Y, IR3)) such that

uη ⇀ u0 in H1
0 (Ω, IR3), (46)

Tη(uη) ⇀ u0 in L2(Ω,H1(Y, IR3)), (47)

Tη(∇uη) ⇀ ∇u0 +∇yu1 in L2(Ω× Y, IR3), (48)

Tη(Tη) ⇀ T0 in L2(Ω× Y,S3), (49)
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and (u0, T0, u1) is the unique solution of the homogenized system:

− divy T0(x, y) = 0, (50)

T0(x, y) = D[y]
(
ε(∇u0(x) +∇yu1(x, y))− εp,0(x)

)
, (51)

y 7→ u1(x, y), Y − periodic, (52)

− divx T∞(x) = b̂(x), (53)

T∞(x) =
1
|Y |

∫

Y

T0(x, y)dy (54)

u0(x) = 0, x ∈ ∂Ω. (55)

Moreover, the following convergences hold

lim
η→0

∫

Ω

D [·/η] ε(∇xuη)ε(∇xuη)dx

=
1
|Y |

∫

Ω×Y

D[y]ε
(∇u0 +∇yu1

)
ε
(∇u0 +∇yu1

)
dxdy, (56)

Tη(∇uη) → ∇u0 +∇yu1 in L2(Ω× Y, IR3), (57)

Tη(Tη) → T0 in L2(Ω× Y,S3). (58)

Proof. Convergences (46) - (49) follow from estimates of solutions of a Dirichlet
boundary value problem from the linear elasticity theory (see [28], if needed)
and the results from the revious subsection. The derivation of equations (50) -
(55) are performed exactly as in Theorem 5.3 in [13]. Convergence (57) is an
easy consequence of (56) (see [13, Corollary 5.11]) and (58) follows from (57).
Therefore, it is left to check (56) only. By standard weak lower-semicontinuity,
one obtains

1
|Y |

∫

Ω×Y

D[y]ε
(∇u0 +∇yu1

)
ε
(∇u0 +∇yu1

)
dxdy

≤ lim sup
η→0

1
|Y |

∫

Ω×Y

Tη(D [·/η])Tη(ε(∇xuη))Tη(ε(∇xuη))dxdy

≤ lim sup
η→0

∫

Ω

D [·/η] ε(∇xuη)ε(∇xuη)dx = lim sup
η→0

〈
b̂, uη

〉

+ lim sup
η→0

∫

Ω

D [·/η] εp,ηε(∇xuη)dx ≤ lim sup
η→0

〈
b̂, uη

〉

+ lim sup
η→0

1
|Y |

∫

Ω×Y

Tη(D [·/η])Tη(εp,η)Tη(ε(∇xuη))dxdy

=
〈
b̂, u0

〉
+

1
|Y |

∫

Ω×Y

D[y]εp,0ε
(∇u0 +∇yu1

)
dxdy

=
1
|Y |

∫

Ω×Y

D[y]ε
(∇u0 +∇yu1

)
ε
(∇u0 +∇yu1

)
dxdy,

which gives the convergence (56).

5 Homogenization

In this section we prove the following theorem.

20



Theorem 5.1. Suppose that all assumptions of Theorem 3.1 are satisfied. Let
(uη, Tη, zη) be a solution of the initial-boundary value problem (1) - (5).

Then, there exist

u0 ∈W 1,q(0, Te;W
1,q
0 (Ω,R3)), u1 ∈W 1,q(0, Te;Lq(Ω,W 1,q

per(Y,R3))),

T0 ∈ H1(0, Te;L2(Ω× Y,S3)), z0 ∈W 1,q(0, Te;Lq(Ω× Y, IRN))

such that

uη ⇀ u0 in W 1,q(0, Te;W
1,q
0 (Ω, IR3)), (59)

Tη(∇uη) ⇀ ∇u0 +∇yu1 in W 1,q(0, Te;Lq(Ω× Y, IR3)), (60)

Tη(Tη) ⇀ T0 in H1(0, Te;L2(Ω× Y,S3)), (61)

Tη(zη) ⇀ z0 in W 1,q(0, Te;Lq(Ω× Y, IRN)), (62)

and (u0, u1, T0, z0) is a solution of the homogenized system:

− divx T∞(x, t) = b(x, t), (63)

T∞(x, t) =
1
|Y |

∫

Y

T0(x, y, t)dy, (64)

−divyT0(x, y, t) = 0, (65)

T0(x, y, t) = D[y]
(
ε(∇yu1(x, y, t))−Bz0(x, y, t)

+ ε(∇xu0(x, t))
)
, (66)

∂

∂t
z0(x, y, t) ∈ g

(
y,BTT0(x, y, t)− L[y]z0(x, y, t)

)
, (67)

z0(x, y, 0) = z(0)(x), (68)

which hold for (x, y, t) ∈ Ω× IR3 × [0,Te], and with the boundary condition

u0(x, t) = 0, (x, t) ∈ ∂Ω× [0, Te]. (69)

Moreover, the following convergences hold

Tη(L1/2zη) ⇀ L1/2z0 in H1(0, Te;L2(Ω× Y, IRN)), (70)

Tη(BTTη − Lzη) ⇀ BTT0 − Lz0 in Lp(ΩTe × Y,S3). (71)

Remark 5.1. For fixed x the equations (65) – (68) together with the period-
icity condition for y 7→ (u1, T0)(x, y, t), which can be considered as a boundary
condition, define an initial-boundary problem in Y × [0, Te), the so-called cell
problem. The functions u0 and u1 in (66) and (69) can be interpreted as macro-
and microdisplacements, respectively, T0 as the microstress; the macrostress T∞
is obtained by averaging of T0 over the representative volume element Y .

Remark 5.2. We note the homogenized equations (63) – (69) coincide with
those ones, which were formally obtained in [2].
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Proof. Our uniform estimates provide that

{uη} is uniformly bounded in W 1,q(0, Te;W
1,q
0 (Ω,R3)), (72)

{Tη} is uniformly bounded in W 1,1(0, Te;L2(Ω,S3)), (73)

{zη} is uniformly bounded in W 1,q(0, Te;Lq(Ω,RN )), (74)

{L1/2zη} is uniformly bounded in W 1,1(0, Te;L2(Ω,RN )), (75)

{BTTη − Lzη} is uniformly bounded in Lp(ΩTe
,S3). (76)

By Proposition 4.3 and Proposition 4.5, there exist functions u0, u1, T0 and z0
with the prescribed regularities in Theorem 5.1 such that the convergences in
(59) - (62) hold. As a consequence of that and of the uniqueness of the weak
limit, one can conclude that the convergences in (70) and (71) hold true as well.
Note that (60)-(62) give the equation (66), i.e

T0(x, y, t) = D[y]
(
ε(∇xu0(x, t) +∇yu1(x, y, t))−Bz0(x, y, t)

)
, a.e. (77)

Let us define
T∞(x, t) =

1
|Y |

∫

Y

T0(x, y, t)dy.

Note that T∞ is the weak limit of Tη in W 1,1(0, Te;L2(Ω,S3)) (see Proposi-
tion 4.3). As in [16], we consider any φ ∈ C∞0 (Ω,R3). Then, by the weak
convergence of Tη, the passage to the weak limit in (1) yields

∫

Ω

(T∞(x, t),∇φ(x))dx =
∫

Ω

(b(x, t), φ(x))dx, (78)

i.e divx T∞ = b in (C∞0 (Ω,R3))∗. Next, define φη(x) = ηφ(x)ψ(x/η), where
φ ∈ C∞0 (Ω,R3) and ψ ∈ C∞per(Y,R3). Then, one obtains that

φη ⇀ 0, in W 1,p
0 (Ω,R3), and Tη(∇φη) → φ∇yψ, in Lp(Ω,W 1,p

per(Y,R3)).

Therefore, by Proposition 4.2

1
|Y |

∫

Ω×Y

(Tη(Tη(t)), Tη(∇φη))dxdy 'Tη

∫

Ω

(b(t), φ)dx. (79)

The passage to the limit in (79) leads to

1
|Y |

∫

Ω×Y

(T0(x, y, t), φ(x)∇yψ(y))dxdy = 0.

Thus, in virtue of the arbitrariness of φ, one can conclude that

1
|Y |

∫

Ω×Y

(T0(x, y, t),∇yψ(y))dxdy = 0. (80)

i.e divy T0(x, ·, t) = 0 in (C∞per(Y,R3))∗. By Theorem 2.4, one has that Tη(Gη) ½
G 8, where Tη(Gη) and G denote canonical extensions of Tη(gη)(x, y) and g(y),

8The pointwise convergence Tη(gη)(x, y) ½ g(y) is immediate.
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respectively. Using equations (1) and (2), we successfully compute that

1
|Y |

∫

Ω×Y

(Tη(∂tzη(t)), Tη(BTTη(t)− Lzη(t)))dxdy

=
1
|Y |

∫

Ω×Y

(Tη

(
∂t(ε(∇uη(t))−D−1Tη(t))

)
, Tη(Tη(t))

)
dxdy

− 1
|Y |

∫

Ω×Y

(Tη(∂tzη(t)), Tη(Lzη(t))
)
dxdy

=
∫

Ω

(b(t), ∂tuη(t))dx− 1
|Y |

∫

Ω×Y

(Tη(∂tD−1Tη(t))), Tη(Tη(t))
)
dxdy

− 1
|Y |

∫

Ω×Y

(Tη(∂tL
1/2zη(t)), Tη(L1/2zη(t))

)
dxdy.

Integrating the last identity over (0, t) and using the generalized integration-by-
parts formula we get that

1
|Y |

∫ t

0

(Tη(∂tzη(t)), Tη(BTTη(t)− Lzη(t)))Ω×Y dt (81)

=
∫ t

0

(b(t), ∂tuη(t))Ωdt− 1
2
‖Tη(B1/2Tη(t))‖2Ω×Y +

1
2
‖Tη(B1/2Tη(0))‖2Ω×Y

−1
2
‖Tη(L1/2zη(t))‖2Ω×Y +

1
2
‖Tη(L1/2zη(0))‖2Ω×Y ,

where B = D−1. Since zη(0) converges to z(0) strongly in L2(Ω,RN ), by Propo-
sition 4.3, Tη(L1/2zη(0)) converges to z(0) strongly in L2(Ω×Y,RN ). Since Tη(0)
solves the linear elasticity problem (43) - (45) with εp,η = zη(0) and b̂ = b(t),
by Theorem 4.1, we can conclude that Tη(B1/2Tη(0)) converges to B1/2T0(0)
strongly in L2(Ω× Y,S3). Thus, passing to the limit in (81) yields

lim sup
n×∞

1
|Y |

∫ t

0

(Tη(∂tzη(t)), Tη(BTTη(t)− Lzη(t)))Ω×Y dt

≤
∫ t

0

(b(t), ∂tu0(t))Ωdt− 1
2
‖Tη(B1/2T0(t))‖2Ω×Y +

1
2
‖Tη(B1/2T0(0))‖2Ω×Y

−1
2
‖Tη(L1/2z0(t))‖2Ω×Y +

1
2
‖Tη(L1/2z0(0))‖2Ω×Y ,

or

lim sup
n×∞

1
|Y |

∫ t

0

(Tη(∂tzη(t)), Tη(BTTη(t)− Lzη(t)))Ω×Y dt

≤
∫ t

0

(b(t), ∂tu0(t))Ωdt− 1
|Y |

∫ t

0

(
∂tD−1T0(t), T0(t)

)
Ω×Y

dt

− 1
|Y |

∫ t

0

(
∂tL

1/2z0(t), L1/2z0(t)
)
Ω×Y

dt. (82)

We note that (78) and (80) imply
∫

Ω

(b(t), ∂tu0(t))dx =
1
|Y |

∫

Ω×Y

(
T0, ∂tε(∇u0 +∇yu1)

)
dxdy

1
|Y |

∫

Ω×Y

(
T0(t), ∂tε(∇u0(t) +∇yu1(t))

)
dxdy. (83)
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And, since for almost all (x, y, t) ∈ Ω× Y × (0, Te) one has
(
∂tL

1/2[y]z0(x, y, t), L1/2[y]z0(x, y, t)
)

=
(
∂tz0(x, y, t), L[y]z0(x, y, t)

)
,

the relations (82) and (83) together with (77) yield

lim sup
n×∞

1
|Y |

∫ t

0

(Tη(∂tzη(t)), Tη(BTTη(t)− Lzη(t)))Ω×Y dt

≤ 1
|Y |

∫ t

0

(
∂tz0(t), BTT0(t)− Lz0(t)

)
Ω×Y

dt. (84)

By Theorem 2.2, one immediately has that

[BTT0(x, y, t)− Lz0(x, y, t), ∂tz0(x, y, t)] ∈ Grg(y)
or, equivalently, that

∂tz0(x, y, t) ∈ g(y,BTT0(x, y, t)− Lz0(x, y, t)).

Therefore, summarizing everything done above, we conclude that the func-
tions (u0, u1, T∞, T0, z0) satisfy the homogenized initial-boundary value problem
formed by the equations (63) - (69).

Appendix: Helmholtz projection on tensor fields

The construction of the solutions for the initial boundary value problem (1)–(5)
is based on the existence theory for the evolution inclusions in a reflexive Banach
space derived in Section 2. The construction procedure requires the introduction
of projection operators to spaces of tensor fields, which are symmetric gradients
and to spaces of tensor fields with vanishing divergence. All material for this
section is taken from [4, 5], where more details and proofs of stated hier results
can be found.

We recall ([28, Theorem 4.2]) that a Dirichlet boundary value problem from
the linear elasticity theory formed by equations

−divxT (x) = b̂(x), x ∈ Ω, (85)
T (x) = D(ε(u(x))− ε̂p(x)), x ∈ Ω, (86)
u(x) = γ̂(x), x ∈ ∂Ω, (87)

to given b̂ ∈ W−1,p(Ω,R3), ε̂p ∈ Lp(Ω,S3) and γ̂ ∈ W 1−1/p,p(∂Ω,R3) has a
unique weak solution (u, T ) ∈ W 1,p(Ω,R3) × Lp(Ω,S3) with 1 < p < ∞ and
1/p+ 1/q = 1. For b̂ = γ̂ = 0 the solution of (85) - (87) satisfies the inequality

‖ε(u)‖p,Ω ≤ C‖ε̂p‖p,Ω

with some positive constant C depending on p and Ω.

Definition 5.1. For every ε̂p ∈ Lp(Ω,S3) we define a linear operator Pp :
Lp(Ω,S3) → Lp(Ω,S3) by

Ppε̂p = ε(u),

where u ∈ W 1,p
0 (Ω, IR3) is a unique weak solution of (85) - (87) to the given

function ε̂p and b̂ = γ̂ = 0.

24



A subset Gp of Lp(Ω,S3) is defined by

Gp = {ε(u) | u ∈W 1,p
0 (Ω, IR3)}.

The main properties of Pp are stated in the following lemma.

Lemma 5.1. For every 1 < p < ∞ the operator Pp is a bounded projector
onto the subset Gp of Lp(Ω,S3). The projector (Pp)∗ adjoint with respect to the
bilinear form [ξ, ζ]Ω on Lp(Ω,S3)× Lq(Ω,S3) satisfy

(Pp)∗ = Pq, where
1
p

+
1
q

= 1.

This implies ker(Pp) = Hp
sol with

Hp
sol = {ξ ∈ Lp(Ω,S3) | [ξ, ζ]Ω = 0 for all ζ ∈ Gq}.

From the last lemma it follows that the projection operator

Qp = (I − Pp) : Lp(Ω,S3) → Lp(Ω,S3)

with Qp(Lp(Ω,S3)) = Hp
sol is a generalization of the classical Helmholtz projec-

tion.

Corollary 5.1.1. Let (BTDQpB)∗ denote the adjoint operator to BTDQpB :
Lp(Ω, IRN) → Lp(Ω, IRN) with respect to the bilinear form (ξ, ζ)Ω on the product
space Lp(Ω, IRN) × Lq(Ω, IRN). Then

(BTDQpB)∗ = BTDQqB : Lq(Ω, IRN) → Lq(Ω, IRN).

Moreover, the operator BTDQ2B is non-negative and self-adjoint.

Proof. This result is shown in [4, 5]. See also [21] for an alternative proof of
this result.
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