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ESIME-Zacatenco, Av. IPN, edif.1, México D.F.,
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Abstract

The aim of this paper is to derive Agmon’s type exponential estimates
for solutions of elliptic systems of partial differential equations on Rn. We
show that these estimates are related with the essential spectra of a family
of associated differential operators which depend on the original operator,
and with exponential weights which describe the decrease of solutions at
infinity. The essential spectra of the involved operators are described by
means of their limit operators.

The obtained results are applied to study the problem of exponential
decay of eigenfunctions of matrix Schrödinger, Moisil-Theodorescu, and
Dirac operators.

1 Introduction

The main aim of the paper is to obtain Agmon’s type exponential estimates
for the decaying behavior of solutions of systems of elliptic partial differential
equations with variable coefficients. Exponential decay estimates of this type
are intensively studied in the literature. We only mention Agmon’s pioneering
papers [1, 2] where estimates of eigenfunctions of second order elliptic operators
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were obtained in terms of a special metric, now called the Agmon metric. Ex-
ponential estimates for solutions of pseudodifferential equations on Rn are also
considered in [13, 14, 16, 17, 18, 20, 21, 22].

In this paper, we propose a new approach to exponential estimates for solu-
tions of systems of partial differential equations. Our approach is based on the
limit operators method. This method was employed earlier to study the essential
spectrum of perturbed pseudodifferential operators, which has found applica-
tions to electro-magnetic Schrödinger operators, square-root Klein-Gordon, and
Dirac operators under very general assumptions for the magnetic and electric
potentials at infinity. Based on the limit operators method, a simple and trans-
parent proof of the well known Hunziker, van Winter, Zjislin theorem (HWZ-
Theorem) for multi-particle Hamiltonians was derived in [22, 23]. In [25], the
limit operators method was applied to study the essential spectrum of discrete
Schrödinger operators.

Let
A(x,D)u(x) =

∑
|α|≤m

aα(x)Dαu(x), x ∈ Rn

be a uniformly elliptic system of partial differential operators of order m on Rn

with bounded and uniformly continuous N × N matrix-valued coefficients aα.
Further let w := exp v be a weight on Rn such that limx→∞ w(x) = ∞ and
assume that all first and higher order derivatives of v exist and are bounded.

With the operator A(x,D) and the weight w, we associate a family of partial
differential operators,

Bt := A(x,D + it∇v(x)), t ∈ [−1, 1].

We let spess Bt denote the essential spectrum of Bt considered as an unbounded
closed operator on the Hilbert space L2(Rn, CN ) with domain Hm(Rn, CN ).
Further we let L2(Rn, CN , w) and Hm(Rn, CN , w) refer to the corresponding
weighted spaces of vector-valued functions u such that wu ∈ L2(Rn, CN ) and
wu ∈ Hm(Rn, CN ), respectively. The following result, which will be proved in
this paper, provides exponential estimates for the decay of the solutions of the
equation A(x,D)u = f .

Theorem 1 Let A(x,D) be a uniformly elliptic on Rn matrix partial differential
operator with bounded and uniformly continuous coefficients, and assume that
0 /∈ spess Bt for every t ∈ [−1, 1]. Let u ∈ Hm(Rn, CN , w−1) be a solution of
the equation A(x,D)u = f with f ∈ L2(Rn, CN , w). Then u ∈ Hm(Rn, CN , w).

By this result, the derivation of exponential estimates of solutions of the equa-
tion A(x,D)u = f is basically reduced to the calculation of the essential spec-
trum of the Bt. The latter can be done by means of the limit operators method
(see [26, 27] and the monograph [28]). For, one associates with each operator Bt

the family op (Bt) of its limit operators Bg
t which, roughly speaking, describe

the behaviour of the operator at infinity. Then it follows from [26, 27, 28] that

spess Bt =
⋃

Bg
t ∈op (Bt)

sp Bg
t , (1)
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where spBg
t denotes the spectrum of the unbounded operator Bg

t acting on
L2(Rn, CN ).

In many important instances, the limit operators are of an enough simple
structure, namely partial differential operators with constant coefficients. Then
formula (1) provides an effective tool to calculate the essential spectra of par-
tial differential operators and thus, in view of Theorem 1, to get exponential
estimates for the solutions of the equation A(x,D)u = f . We will illustrate this
statement by applying Theorem 1 to verify the exponential decay and to obtain
explicit exponential estimates for the eigenvectors of Schrödinger operators with
matrix potentials, of Moisil-Theodorescu quaternionic operators with variable
coefficients, and of Dirac operators.

The contents of the paper is as follows. In Section 2 we introduce the main
definitions and prove Theorem 1. The following sections are devoted to several
applications of Theorem 1. We start in Section 3 with the essential spectrum
and exponential estimates for eigenvectors of Schrödinger operators with matrix
potentials. Note that the well known Pauli operator is a Schrödinger operator
of this kind (see, for instance, [4]). Moreover, such operators appear in the
Born-Oppenheimer approximation for polyatomic molecules [10, 15, 19]. For
potentials which are slowly oscillating at infinity we describe the location of the
essential spectrum and give exact estimates of the behavior of eigenfunctions of
the discrete spectrum at infinity.

In Section 4 we consider general Moisil-Theodorescu (quaternionic) operators
with variable coefficients. Note that numerous important systems of partial
differential operators of quantum mechanics, elasticity theory, and field theory
admit a formulation in terms of quaternionic operators (see [5, 9, 11, 12, 29]
and the references cited there). We shall verify explicit necessary and sufficient
conditions for quaternionic operators with variable coefficients to be Fredholm
operators and derive exponential estimates at infinity for solutions of Fredholm
quaternionic equations.

In the concluding Section 5 we consider the Dirac operator on R3, equipped
with a Riemannian metric, with electric and magnetic potentials which are
slowly oscillating at infinity.

2 Exponential estimates of solutions of systems
of partial differential equations

2.1 Essential spectrum

We will use the following standard notations.

• Given Banach spaces X, Y , L(X, Y ) is the space of all bounded linear
operators from X into Y . We abbreviate L(X, X) to L(X).

• L2(Rn, CN ) is the Hilbert space of all measurable functions on Rn with
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values in CN , provided with the norm

‖u‖L2(Rn,CN ) :=
(∫

Rn

‖u(x)‖2CN dx

)1/2

.

• The unitary operator Vh of shift by h ∈ Rn acts on L2(Rn, CN ) via
(Vhu)(x) := u(x− h).

• Cb(Rn) is the C∗-algebra of all bounded continuous functions on Rn.

• Cu
b (Rn) is the C∗-subalgebra of Cb(Rn) of all uniformly continuous func-

tions.

• SO(Rn) is the C∗-subalgebra of Cu
b (Rn) which consists of all functions a

which are slowly oscillating in the sense that

lim
x→∞

sup
y∈K

|a(x + y)− a(x)| = 0

for every compact subset K of Rn.

• SO1(Rn) is the set of all bounded differentiable functions a on Rn such
that

lim
x→∞

∂a(x)
∂xj

= 0 for j = 1, . . . , n.

Evidently, SO1(Rn) ⊂ SO(Rn).

We also use the standard multi-index notation. Thus, α = (α1, ..., αn) with
αj ∈ N ∪ {0} is a multi-index, |α| = α1 + . . . + αn is its length, and

∂α := ∂α1
x1

. . . ∂αn
xn

and Dα := (−i∂x1)
α1 . . . (−i∂xn)αn

are the operators of αth derivative. Finally, 〈ξ〉 := (1 + |ξ|2)1/2 for ξ ∈ Rn.
We consider matrix partial differential operators of order m of the form

(Au)(x) =
∑
|α|≤m

aα(x)(Dαu)(x), x ∈ Rn (2)

under the assumption that the coefficients aα belong to the space

Cu
b (Rn,L(CN )) := Cu

b (Rn)⊗ L(CN ).

The operator A in (2) is considered as a bounded linear operator from the
Sobolev space Hm(Rn, Cn) to L2(Rn, CN ). The operator A is said to be uni-
formly elliptic on Rn if

inf
x∈Rn, ω∈Sn−1

∣∣∣∣∣∣det
N∑

|α|=m

aα(x)ωα

∣∣∣∣∣∣ > 0 (3)
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where Sn−1 refers to the unit sphere in Rn.
The Fredholm properties of the operator A can be expressed in terms of its

limit operators which are defined as follows. Let h : N → Rn be a sequence
which tends to infinity. The Arcelà-Ascoli theorem combined with a Cantor
diagonal argument implies that there exists a subsequence g of h such that the
sequences of the functions x 7→ aα(x + g(k)) converges as k → ∞ to a limit
function ag

α uniformly on every compact set K ⊂ Rn for every multi-index α.
The operator

Ag :=
∑
|α|≤m

ag
αDα

is called the limit operator of A defined by the sequence g. Equivalently, Ag

is the limit operator of A with respect to g if and only if, for every function
χ ∈ C∞

0 (Rn),
lim

m→∞
V−g(m)AVg(m)χI = AgχI

in the space L(Hm(Rn, CN ), L2(Rn, CN )) and

lim
m→∞

V−g(m)A
∗Vg(m)χI = (Ag)∗χI

in L(L2(Rn, CN ),H−m(Rn, CN )). Here,

A∗u =
∑
|α|≤m

Dα(a∗αu) and (Ag)∗u =
∑
|α|≤m

Dα((ag
α)∗u)

refer to the adjoint operators of A, Ag : Hm(Rn, CN ) → L2(Rn, CN ). Let finally
op (A) denote the set of all limit operators of A obtained in this way.

Theorem 2 Let A be a uniformly elliptic differential operator of the form
(2). Then A : Hm(Rn, CN ) → L2(Rn, CN ) is a Fredholm operator if and
only if all limit operators of A are invertible as operators from Hm(Rn, CN )
to L2(Rn, CN ).

Proof. Let (I−∆)α be the pseudodifferential operator with symbol (1+ |ξ|2)α,
and let A be a partial differential operator of the form (2). Then the operator
B := A(I −∆)−m/2 belongs to the matrix Wiener algebra considered in [24]. It
follows from results of [24] that B, considered as an operator from L2(Rn, CN )
to L2(Rn, CN ), is a Fredholm operator if and only if all limit operators of B
are invertible on L2(Rn, CN ). Since the limit operators Bg of B and Ag of A
are related by the relation Bg = Ag(1 − ∆)−m/2 (which comes from the shift
invariance of the operator ∆), the assertion follows.

The uniform ellipticity of the operator A implies the a priori estimate

‖u‖Hm(Rn,CN ) ≤ C
(
‖Au‖L2(Rn,CN ) + ‖u‖L2(Rn,CN )

)
. (4)

This estimate allows one to consider the uniformly elliptic differential operator A
as a closed unbounded operator on L2(Rn, CN ) with dense domain Hm(Rn, CN ).
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It turns out (see [3]) that A, considered as an unbounded operator in this way,
is a (unbounded) Fredholm operator if and only if A, considered as a bounded
operator from Hm(Rn, CN ) to L2(Rn, CN ), is a (common bounded) Fredholm
operator.

We say that λ ∈ C belongs to the essential spectrum of A if the operator
A − λI is not Fredholm as an unbounded differential operator. As above, we
denote the essential spectrum of A by spess A and the common spectrum of A
(considered as as unbounded operator) by spA. Then the assertion of Theorem
2 can be stated as follows.

Theorem 3 Let A be a uniformly elliptic differential operator of the form (2).
Then

spess A =
⋃

Ag∈op A

sp Ag. (5)

2.2 Exponential estimates

Let w be a positive measurable function on Rn, which we call a weight. By
L2(Rn, CN , w) we denote the space of all measurable functions on Rn such that

‖u‖L2(Rn,CN ,w) := ‖wu‖L2(Rn,CN ) < ∞.

In what follows we consider weights of the form w = exp v where ∂xj
v ∈ C∞

b (Rn)
for j = 1, . . . , n and

lim
x→∞

∂2
xixj

v(x) = 0 for 1 ≤ i, j ≤ n. (6)

We call weights with these properties slowly oscillating and let R stand for the
class of all slowly oscillating weights.

Examples of slowly oscillating weights can be constructed as follows. Given
a positive C∞-function l : Sn−1 → R, set vl(x) := l(x/|x|)|x|. Then wl := exp vl

defines a weight on Rn. Clearly, vl is a positively homogeneous function, that
is vl(tx) = tvl(x) for all t > 0 and x ∈ Rn. Moreover, vl ∈ C∞(Rn \ {0}), and
∇vl(ω) = l(ω)ω for every point ω ∈ Sn−1. Let ṽl refer to a C∞-function on Rn

which coincides with vl outside a small neighborhood of the origin. Then the
weight w̃l := exp ṽl belongs to the class R. Moreover,

lim
x→ηω

∇ṽl(x) = ∇vl(ω) = l(ω)ω (7)

for ω ∈ Sn−1.

Proposition 4 Let A be a differential operator of the form (2), and let w =
exp v be a weight in R. Then

w−1Aw =
∑
|α|≤m

aα(D + i∇v)α + Φ + R

where R :=
∑

|α|≤m−1 bαDα is a differential operator with continuous coeffi-
cients such that limx→∞ bα(x) = 0.
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For a proof see [21] where a similar result is derived for a large class of pseudo-
differential operators. The following is taken from [8], p. 308.

Proposition 5 Let X1, X2, Y1 and Y2 be Banach spaces such that X1 is densely
embedded into X2 and Y1 is embedded into Y2. Further let A : X2 → Y2 and
A|X1 : X1 → Y1 be Fredholm operators, and suppose that

ind (A : X2 → Y2) = ind (A|X1 : X1 → Y1).

If u ∈ X2 is a solution of the equation Au = f with right-hand side f ∈ Y1, then
u ∈ X1.

Theorem 6 Let A be a uniformly elliptic differential operator of the form (2),
and let w = exp v be a weight in R such that limx→∞ w(x) = +∞. For t ∈
[−1, 1], set

Aw,t :=
∑
|α|≤m

aα(D + it∇v)α,

and assume that

0 /∈
⋃

t∈[−1,1]

spess Aw,t =
⋃

t∈[−1,1]

⋃
Ag

w,t∈op (Aw,t)

sp Ag
w,t. (8)

If u is a function in Hm(Rn, CN , w−1) for which Au is in L2(Rn, CN , w), then
u already belongs to Hm(Rn, CN , w).

Proof. Note that A : Hm(Rn, CN , wt) → L2(Rn, CN , wt) is a Fredholm opera-
tor if and only if w−tAwt : Hm(Rn, CN ) → L2(Rn, CN ) is a Fredholm operator,
and that the Fredholm indices of these operator coincide. Proposition 4 implies
that

w−tAwt =
∑
|α|≤m

aα(D + it∇v)α + Rt,

where Rt =
∑

|α|≤m−1 bα,tD
α and limx→∞ bα,t(x) = 0 for every t ∈ [−1, 1].

Hence, op (w−tAwt) = op (Aw,t). Moreover, it is not hard to see that the
coefficients bα,t depend continuously on t ∈ [−1, 1]. Hence, the family w−tAwt

depends continuously on t, and condition (8) implies that all operators w−tAwt :
Hm(Rn, CN ) → L2(Rn, CN ) with t ∈ [−1, 1] are Fredholm operators and that
the Fredholm indices of these operators coincide. This implies that each operator

A : Hm(Rn, CN , wt) → L2(Rn, CN , wt)

owns the Fredholm property and that the index of this operator is independent of
t ∈ [−1, 1]. Since Hm(Rn, CN , w) is densely embedded into Hm(Rn, CN , w−1),
we can apply Proposition 5 to obtain that all solutions of the equation Au = f
with right-hand side f ∈ L2(Rn, Cn, w), which a priori are in Hm(Rn, CN , w−1),
in fact belong to Hm(Rn, CN , w).
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Corollary 7 Let A be a uniformly elliptic differential operator of the form (2),
and let w = exp v be a weight in R with limx→∞ w(x) = +∞. Let λ ∈ spdis A
and λ /∈ spess Atw for all t ∈ [0, 1]. Then every eigenfunction of A associated
with λ belongs to the space Hm(Rn, CN , w).

Indeed, this is an immediate consequence of Theorem 6 since eigenfunctions
of uniformly elliptic operator of order m necessarily belong to Hm(Rn, CN ).

3 Schrödinger operators with matrix potentials

3.1 Essential spectrum

We consider the Schrödinger operator

H := (i∂xj
− aj)ρjk(i∂xk

− ak)E + Φ (9)

where E is the N × N unit matrix, a = (a1, ..., an) is referred to as the the
magnetic potential, and Φ = (Φpq)N

p,q=1 is a matrix potential on Rn, the latter
equipped with a Riemann metric ρ = (ρjk)n

j,k=1 which is subject to the positivity
condition

inf
x∈Rn, ω∈Sn−1

ρjk(x)ωjωk > 0, (10)

where ρjk(x) refers to the matrix inverse to ρjk(x). Here and in what follows,
we make use of Einstein’s summation convention.

In what follows we suppose that ρjk and aj are real-valued functions in
SO1(Rn) and that Φpq ∈ SO(Rn). Under these conditions, H can be considered
as a closed unbounded operator on L2(Rn, CN ) with domain H2(Rn, CN ). If Φ
is a Hermitian matrix-valued function, then H is a self-adjoint operator.

The limit operators of H are the operators with constant coefficients

Hg = (i∂xj − ag
j )ρ

jk
g (i∂xk

− ag
k)E + Φg

where

ag := lim
m→∞

a(gm), ρg := lim
m→∞

ρ(gm), Φg := lim
m→∞

Φ(gm). (11)

The operator Hg is unitarily equivalent to the operator

Hg
1 := −ρjk

g ∂xj ∂xk
E + Φg,

which on its hand is unitarily equivalent to the operator
︷︸︸︷
Hg

1 of multiplication
by the matrix-function ︷︸︸︷

Hg
1 (ξ) := (ρjk

g ξjξk)E + Φg
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acting on L2(Rn, CN ). Evidently,

sp
︷︸︸︷
Hg

1 =
N⋃

j=1

Γg
j

where Γg
j := µg

j + R and the µg
j , 1 ≤ j ≤ N , run through the eigenvalues of the

matrix Φg. Thus, specifying (5) to the present context we obtain the following.

Theorem 8 The essential spectrum of the Schrödinger operator H is given by

spessH =
⋃
g

N⋃
j=1

Γg
j (12)

where the union is taken with respect to all sequences g for which the limits in
(11) exist.

The description (12) of the essential spectrum becomes much simpler if Φ is a
Hermitian matrix function, in which case H is a self-adjoint operator.

Theorem 9 Let the potential Φ be a Hermitian and slowly oscillating matrix
function. Then

spessH = [dΦ,+∞)

where
dΦ := lim inf

x→∞
inf

‖ϕ‖=1
〈Φ(x)ϕ, ϕ〉.

Proof. Since Φg is Hermitian matrix,

γg := inf
‖ϕ‖=1

〈Φgϕ, ϕ〉

is the smallest eigenvalue of Φg. Hence, spHg = [γg,+∞) and, according to
(5),

spessH =
⋃
g

[γg,+∞) = [inf
g

γg,+∞).

It remains to show that
inf
g

γg = dΦ. (13)

Let g be a sequence tending to infinity for which the limit

Φg := lim
m→∞

Φ(g(m))

exists. Then, for each unit vector ϕ ∈ CN ,

〈Φgϕ, ϕ〉 = lim
m→∞

〈Φ(g(m))ϕ, ϕ〉 ≥ lim inf
x→∞

〈Φ(g(m))ϕ, ϕ〉 ≥ dΦ,

whence γg ≥ dΦ. For the reverse inequality, note that there exist a sequence
g0 tending to infinity and a sequence ϕ in the unit sphere in CN with limit ϕ0

such that
dΦ = lim

m→∞
(Φ(g0(m))ϕm, ϕm) = (Φg0ϕ0, ϕ0) ≥ γg0 .

Thus, γg0 = dΦ, whence (13).
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3.2 Exponential estimates of eigenfunctions of the discrete
spectrum

Here we suppose that the components ρjk of the Riemann metric, the coefficients
aα and the weight w are slowly oscillating functions and that Φ is a Hermitian
slowly oscillating matrix function. Every limit operator (w−1Hw)g of w−1Hw
is unitarily equivalent to the operator

Hg
w := ρjk

g (Dxj + i(∇v)g
j )(Dxk

+ i(∇v)g
k) + ΦgE,

where ρjk
g and Φg are the limits defined by (11) and

(∇v)g := lim
k→∞

(∇v)(g(k)) ∈ Rn. (14)

We set

|(∇v)|2ρ := ρjk(∇v)j(∇v)k and |(∇v)g|2ρg
:= ρjk

g (∇v)g
j (∇v)g

k.

The operator Hg
w is unitarily equivalent to the operator of multiplication by the

matrix-valued function︷︸︸︷
Hg

w (ξ) := ρjk
g (ξj + i(∇v)g

j )(ξk + i(∇v)g
k) + ΦgE, ξ ∈ Rn,

the real part of which is

R(
︷︸︸︷
Hg

w ) = ρjk
g ξjξk + (Φg − |(∇v)g|2ρg

E). (15)

Corollary 7 implies the following.

Theorem 10 Let λ ∈ spdisH, and let w = exp v be a weight in R for which

lim sup
x→∞

|(∇v)(x)|ρ(x) <
√

dΦ − λ.

Then every λ-eigenfunction of H belongs to H2(Rn, w).

Corollary 11 Let λ ∈ spdisH, and let c ∈ R satisfy

0 < c <

√
dΦ − λ

ρsup

where
ρsup := lim inf

x→∞
sup

ω∈Sn−1
(ρjk(x)ωjωk)1/2.

Then the every λ-eigenfunction of H belongs to the space H2(Rn, CN , w) with
weight w(x) = ec〈x〉.
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4 Quaternionic operators

We let H(C) denote the complex quaternionic algebra, which is the associa-
tive algebra over the field C of complex numbers generated by four elements
1, e1, e2, e3 subject to the conditions

e1e2 = e3, e2e3 = e1, e3e1 = e2

and
12 = 1, e2

k = −1, 1ek = ek1 = ek, ejek = −ekej

for j, k = 1, 2, 3. Each of the elements 1, e1, e2, e3 commutes with the imaginary
unit i. Hence, every element q ∈ H(C) has a unique decomposition

q = q0 + q1e1 + q2e2 + q3e3 =: q0 + q

with complex numbers qj . The number q0 is called the scalar part of the quater-
nion q, and q is its vector part. One can also think of H(C) as a complex linear
space of dimension four with usual linear operations. With respect to the base
{1, e1, e2, e3} of this space, the operator of multiplication by 1 has the unit ma-
trix E4 as its matrix representation, whereas the matrix representations γj of
the operators of multiplication by ej , j = 1, 2, 3, are real and skew-symmetric,
that is γt

j = −γj . The space H(C) carries also the structure of a complex Hilbert
space via the scalar product

〈q, r〉H(C) := q0r0 + q1r1 + q2r2 + q3r3.

By L2(R3, H(C)) we denote the Hilbert space of all measurable and squared
integrable quaternion-valued functions on R3 which is provided with the scalar
product

〈u, v〉L2(R3,H(C)) :=
∫

R3
〈u(x), v(x)〉H(C)dx.

In a similar way, we introduce the quaternionic Sobolev space H1(R3, H(C)).
Further we write Mϕ for the operator of multiplication from the right by the
complex quaternionic function ϕ, that is

(Mϕu)(x) = u(x)ϕ(x) for x ∈ R3.

Clearly, if ϕ ∈ L∞(R3, H(C)), then Mϕ acts as a bounded linear operator on
L2(R3, H(C)).

Differential operators of the form

A(x,D)u(x) :=
3∑

j=1

aj(x)Dxj eju(x) + Mϕ(x)u(x), x ∈ R3, (16)

can be considered as generalized Moisil-Theodorescu operators. Note that each
operator of the form (16) corresponds to a matrix operator with respect to the
basis {1, e1, e2, e3}. It has been pointed out in [9, 11, 12] that some of the
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most popular operators of mathematical physics, including Dirac and Maxwell
operators, are of the form (16).

In this section, we suppose that the coefficients aj belong to SO1(R3) and
satisfy

inf
x∈R3

|aj(x)| > 0 for j = 1, 2, 3 (17)

and that the components ϕk of ϕ belong to SO(R3).
The main symbol of the operator A is

A0(x, ξ) =
3∑

j=1

aj(x)(iξj)ej .

Hence,

A2
0(x, ξ) =

3∑
j=1

a2
j (x)ξ2

j

is a scalar function, and from (17) we conclude that the associated operator A0

is uniformly elliptic on R3.

Theorem 12 The quaternionic operator A(x,D) thought of as acting from
H1(R3, H(C)) to L2(R3, H(C)) is a Fredholm operator if and only if

lim inf
x→∞

∣∣∣∣∣∣A2
0(x, ξ) +

3∑
j=1

ϕj(x)2

∣∣∣∣∣∣ > 0 for every ξ ∈ R3. (18)

Proof. The limit operators of A(x,D) are the operators with constant coeffi-
cients

Ag(D)u :=
3∑

j=1

ag
jDxj eju + Mϕg

u.

Let Ǎg(D) :=
∑3

j=1 ag
jDxj

ej −Mϕg

. Then

Ag(D)Ǎg(D) = −
3∑

j=1

(ag
j )

2D2
xj
− (ϕg)2

where
−(ϕg)2 = (ϕg

1)
2 + (ϕg

2)
2 + (ϕg

3)
2.

Condition (17) implies that Ag(D) : H1(R3, H(C)) → L2(R3, H(C)) is an in-
vertible operator if and only if

inf
ξ∈Rn

∣∣∣∣∣∣(Ag
0)

2(ξ) +
3∑

j=1

(ϕg
j )

2

∣∣∣∣∣∣ > 0 for every ξ ∈ R3. (19)

Hence, all limit operators Ag(D) of A(D) are invertible as operators from
H1(R3, H(C)) to L2(R3, H(C)) if and only if condition (18) holds.
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Theorem 13 In addition to the above assumptions, let all functions aj and ϕj

be real-valued, and let w = exp v be a weight in R with limx→∞ v(x) = +∞. If
the condition

lim inf
x→∞

 3∑
j=1

ϕ2
j (x)− a2

j (x)(
∂v(x)
∂xj

)2

 > 0 (20)

is satisfied, then every solution u ∈ H1(R3, H(C), w−1) of the equation Au = f
with right-hand side f ∈ L2(R3, H(C), w) belongs to H1(R3, H(C), w).

Proof. Let t ∈ [−1, 1]. The limit operators of Aw,t(x,D) are operators with
constant coefficients of the form

Ag
w,t(D) =

3∑
j=1

ag
j (Dxj + it(

∂v

∂xj
)g)ej + Mϕg

.

As above, let

Ǎg
w,t(D) :=

3∑
j=1

ag
j (Dxj + it(

∂v

∂xj
)g)ej −Mϕg

.

Then Ag
w,t(D)Ǎg

w,t(D) is a scalar operator with symbol

Ag
w,t(ξ)Ǎ

g
w,t(ξ) =

3∑
j=1

(ag
j )

2(ξj + it(
∂v

∂xj
)g)2 +

3∑
j=1

(ϕg
j )

2(x),

the real part of which is

R(Ag
w,t(ξ)Ǎ

g
w,t(ξ)) =

3∑
j=1

(ag
j )

2ξ2
j +

3∑
j=1

(ϕg
j )

2 − t2[(
∂v

∂xj
)g]2.

Condition (20) implies that

Ag
w,t(ξ)Ǎ

g
w,t(ξ) 6= 0 (21)

for every ξ ∈ R3 and t ∈ [−1, 1]. Without change of notation, we now consider
Ag

w,t(ξ) as a 4 × 4 matrix-valued function. The matrix Ag
w,t(ξ) is invertible

for every ξ ∈ R3 and t ∈ [−1, 1] and for every sequence g which defines a
limit operator. Together with condition (17), this fact implies that Ag

w,t(D) :
H1(R3, H(C)) → L2(R3, H(C)) is an invertible operator for every t ∈ [−1, 1]
and for every sequence g which defines a limit operator. Hence, Theorem 13 is
a consequence of Corollary 7.

5 Dirac operators

5.1 Essential spectrum of Dirac operators

In this section we consider the Dirac operator on R3 equipped with the Riemann
metric tensor (ρjk) depending on x ∈ R3 (see for instance [30]). We suppose
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that there is a constant C > 0 such that

ρjk(x)ξjξk ≥ C|ξ|2 for every x ∈ R3 (22)

where we use the Einstein summation convention again. Let ρjk be the tensor
inverse to ρjk, and let φjk be the positive square root of ρjk. The Dirac operator
on R3 is the operator

D :=
c

2
γk(φjkPj + Pjφ

jk) + γ0c
2m− eΦ (23)

acting on functions on R3 with values in C4. In (23), the γk, k = 0, 1, 2, 3, are
the 4× 4 Dirac matrices, i.e., they satisfy

γjγk + γkγj = 2δjkE (24)

for all choices of j, k = 0, 1, 2, 3 where E is the 4× 4 unit matrix,

Pj = Dj +
e

c
Aj , Dj =

h

i

∂

∂xj
, j = 1, 2, 3,

where h is the Planck constant, ~A = (A1, A2, A3) is the vector potential of the
magnetic field ~H, that is ~H = rot ~A, Φ is the scalar potential of the electric field
~E, that is ~E = gradΦ, and m and e are the mass and the charge of the electron.

We suppose that ρjk, Aj and Φ are real-valued functions which satisfy the
conditions

ρjk ∈ SO1(R3), Aj ∈ SO1(R3), Φ ∈ SO(R3) (25)

for j, k = 1, 2, 3. We consider the operator D as an unbounded operator on the
Hilbert space L2(R3, C4) with domain H1(R3, C4). The conditions imposed on
the magnetic and electric potentials ~A and Φ guarantee the self-adjointness of
D. The main symbol of D is

a0(x, ξ) = cφjk(x)ξjγk.

Using (24) and the identity φjk(x)φrt(x)δkt = ρjr(x) we obtain

a0(x, ξ)2 = c2h2φjk(x)φrt(x)ξjξrγkγt

= c2h2φjk(x)φrt(x)δktξjξr

= c2h2ρjr(x)ξjξrE. (26)

Together with (22) this equality shows that D is a uniformly elliptic differential
operator on R3.

Conditions (25) imply that limit operators Dg of D defined by the sequences
g : N → Z3 tending to infinity are operators with constant coefficients of the
form

Dg = cγkφjk
q (Dj +

e

c
Ag

j ) + γ0mc2 − eΦg (27)
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where

φjk
g := lim

m→∞
φjk(g(m)), Ag

j := lim
m→∞

Aj(g(m)), Φg := lim
m→∞

Φ(g(m)). (28)

Note that one can suppose without loss of generality that the sequence g is
such that the limits in (28) exist. In the opposite case we pass to a suitable
subsequence of g.

The operator Dg is unitarily equivalent to the operator

D1
g = cγlω

jl
g Dj + γ0mc2 − eΦg,

and the equivalence is realized by the unitary operator

T ~Ag : f 7→ ei e
c

~Ag·xf where ~Ag := (Ag
1, A

g
2, A

g
3).

Let
Φsup := lim sup

x→∞
Φ(x), Φinf := lim inf

x→∞
Φ(x).

Then the interval [Φinf , Φsup] is just the set of all partial limits Φg of function
Φ as x →∞.

Theorem 14 Let conditions (25) be fulfilled. Then the Dirac operator

D : H1(R3, C4) → L2(R3, C4)

is a Fredholm operator if and only if

[Φinf , Φsup] ⊂ (−mc2/e, mc2/e). (29)

Proof. Set Dg
0(ξ) := chγkφjk

g ξj + γ0mc2 and ρjk
g := limm→∞ ρjk(gm). Then

(Dg
0(ξ)− eΦg

1E) (Dg
0(ξ) + eΦgE)

=
(
c2h2ρjk

g ξjξk + m2c4 − (eΦg)2
)
E. (30)

Let condition (29) be fulfilled. Then every partial limit Φg = limk→∞ Φ(g(k))
of Φ lies in the interval (−mc2/e, mc2/e). The identity (30) implies that

det(Dg
0(ξ)− eΦgE) 6= 0

for every ξ ∈ R3. Hence, the operator D1
g : H1(R3, C4) → L2(R3, C4) is invert-

ible and, consequently, so is Dg. By Theorem 2, D is a Fredholm operator.
For the reverse implication, assume that condition (29) is not fulfilled. Then

there exist a number Φg /∈ (−mc2/e, mc2/e) and a vector ξ0 ∈ R3 such that

c2gjk
g ξ0

j ξ0
k + m2c4 − (eΦg)2 = 0.

Given ξ0 we find a vector u ∈ C4 such that v :=
(
Dg

0(ξ0) + (eΦg)E
)
u 6= 0.

Then (30) implies that (
Dg

0(ξ0)− eΦgE
)
v = 0,

whence
det(Dg

0(ξ0)− eΦgE) = 0.

Thus, the operator Dg is not invertible. By Theorem 2, D cannot be a Fredholm
operator.

15



Theorem 15 If condition (25) is satisfied, then

spessD = (−∞,−eΦinf −mc2] ∪ [−eΦsup + mc2,+∞).

Proof. Let λ ∈ C. The symbol of the operator Dg − λI is the function ξ 7→
Dg

0(ξ)− (eΦg + λ)E. Invoking (30) we obtain

(Dg
0(ξ)− (eΦg + λ)E) (Dg

0(ξ) + (eΦg + λ)E)
=

(
c2ρjk

g ξjξk + m2c4 − (eΦg + λ)2
)
E. (31)

Repeating the arguments from the proof of Theorem 14, we find that the eigen-
values λg

±(ξ) of the matrix Dg
0(ξ)− eΦg

1E are given by

λg
±(ξ) := −eΦg ± (c2ρjk

g ξjξk + m2c4)1/2. (32)

From (32) we further conclude

{λ ∈ R : λ = λq
−(ξ), ξ ∈ R3} = (−∞,−eΦg −mc2],

{λ ∈ R : λ = λq
+(ξ), ξ ∈ R3} = [−eΦg + mc2,+∞).

Hence,
spDg = (−∞,−eΦg −mc2] ∪ [−eΦg + mc2,+∞),

whence the assertion via Theorem 3.

Thus, if Φsup − Φinf ≥ 2mc2/e, then spessD is all of R, whereas spessD has a
proper gap in the opposite case.

5.2 Exponential estimates of eigenfunctions of the Dirac
operator

Theorem 16 Let the conditions (25) be fulfilled. Let λ be an eigenvalue of D
which lies in the gap (−eΦinf −mc2, −eΦsup + mc2) of the essential spectrum.
Further, let w = exp v be a weight in R with limx→∞ w(x) = ∞ which satisfies

lim sup
x→∞

|∇v(x)|ρ(x) <
1
ch

√
m2c4 − (eΦsup + λ)2. (33)

Then every eigenfunction of D associated with λ belongs to H1(R3, C4, w).

Proof. Let λ ∈ (−eΦinf−mc2,−eΦsup +mc2) be an eigenvalue of D. As above,
we examine the spectra of the limit operators (Dw,t)g of Dw,t := w−tDwt for
t running through [0, 1]. Let (Dw,t)g be a limit operator of Dw,t with respect
to a sequence g tending to infinity. One easily checks that (Dtw)g is unitarily
equivalent to the operator

(D′
tw)g := At,g − eΦgE
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where
At,g := cγkφjk

g (Dj + ith(
∂v

∂xj
)g) + γ0mc2.

The operator At,g has constant coefficients, and its symbol is

Ât,g(ξ) = cγkφjk
g (h(ξj + ith(

∂v

∂xj
)g)) + γ0mc2.

Further,

R
[(

Ât,g(ξ)− (eΦg − λ)E
) (

Ât,g(ξ) + (eΦg − λ)E
)]

= R

[
c2h2ρjk

g

(
ξj + ith(

∂v

∂xj
)g

) (
ξk + ith(

∂v

∂xk
)g

)]
+ R

[(
m2c4 − (eΦg + λ)2

)
E

]
=

[
c2h2ρjk

g ξjξk − c2h2t2ρjk
g (

∂v

∂xj
)g(

∂v

∂xk
)g +

(
m2c4 − (eΦg + λ)2

)]
E

=: γg,t(ξ, λ)E.

Assume that condition (33) is fulfilled. Then, since c2h2ρjk
g ξjξk ≥ 0,

inf
ξ∈Rn

γg,t(ξ, λ) > 0

for all t ∈ [0, 1] and for all sequences g → ∞ for which the limit operators
exist. Hence, (33) implies that the matrix Ât,g(ξ)− (eΦg − λ)E is invertible for
every ξ ∈ R3. On the other hand, due to the uniform ellipticity of At,g one has

λ ∈ sp
(
Ât,g(ξ)− (eΦg − λ)E

)
if and only if there exists a ξ0 ∈ R3 such that

the matrix Ât,g(ξ0)−(eΦg +λ)E is not invertible. Thus, λ /∈ sp (Dtw)g for every
t ∈ [0, 1] and every sequence g →∞. Via Corollary 7, the assertion follows.

We conclude by an example. Let the conditions (25) be fulfilled, and let λ
be an eigenvalue of D in (−eΦinf −mc2,−eΦsup + mc2) and uλ an associated
eigenfunction. If a satisfies the estimates

0 < a <

√
m2c4 − (eΦsup + λ)2

chρsup

where
ρsup := lim inf

x→∞
sup

ω∈S2
(ρjk(x)ωjωk)1/2,

then uλ ∈ H1(R3, C4, ea〈x〉).
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