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Abstract

It is proved that the Stokes operator in Lq-space on an infinite cylindrical do-
main of Rn, n ≥ 3, with several exits to infinity generates a bounded and ex-
ponentially decaying analytic semigroup and admits a bounded H∞-calculus.
For the resolvent estimates, the Stokes resolvent system with a prescribed di-
vergence in an infinite straight cylinder with bounded cross-section Σ is stud-
ied in Lq(R;Lr

ω(Σ)) where 1 < q, r < ∞ and ω ∈ Ar(Rn−1) is an arbitrary
Muckenhoupt weight. The proofs use cut-off techniques and the theory of
Schauder decomposition of UMD spaces based on R-boundedness of operator
families and on square function estimates involving Muckenhoupt weights.
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1 Introduction

Let Ω =
⋃m

i=0 Ωi be a cylindrical domain of C1,1-class where Ω0 is a bounded domain
and Ωi, i = 1, . . . ,m, are disjoint semi-infinite straight cylinders, that is, in possibly
different coordinates,

Ωi = {xi = (xi
1, . . . , x

i
n) ∈ Rn : xi

n > 0, (xi
1, . . . , x

i
n−1) ∈ Σi},

where Σi ⊂ Rn−1, i = 1, . . . ,m, is a bounded domain and Ωi ∩ Ωj = ∅ for i 6= j.
Then we consider the Stokes operator Aq = −Pq∆ in Lq

σ(Ω) with domain

D(Aq) = W 2,q(Ω)n ∩W 1,q
0 (Ω)n ∩ Lq

σ(Ω),
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where Lq
σ(Ω) is the completion of the set C∞

0,σ(Ω) = {u ∈ C∞
0 (Ω)n : div u = 0} in

the norm of Lq(Ω) and where Pq is the Helmholtz projection of Lq(Ω) onto Lq
σ(Ω).

The Stokes operator is an important tool in the analysis of instationary Stokes
and Navier-Stokes equations, and its properties have been studied for bounded do-
mains and various kinds of unbounded domains. E.g., the Stokes resolvent system
has been analyzed for half spaces, bounded and exterior domains, aperture domains
and layer-like domains (see e.g. [1], [2], [6], [15], [20]–[24], [28]). For infinite cylin-
drical domains, one can find a result in the Bloch space of locally square integrable
functions in [31]. Concerning the H∞-calculus, see below, we mention that the
Stokes operator admits a bounded H∞-calculus for bounded and exterior domains
[29], for half spaces [10], perturbed half spaces [29], aperture domains [5] and layer-
like domains [3].

The goal of this paper is to show for the cylinder Ω that −Aq generates a bounded
and exponentially decaying analytic semigroup and that the Stokes operator Aq

admits a bounded H∞-calculus in Lq
σ(Ω). Actually, we show that −α+Σε ⊂ ρ(−Aq)

for some α > 0 and arbitrary ε ∈ (π/2, π), where

Σε = {λ ∈ C : λ 6= 0, |argλ| < ε}

and ρ(−Aq) is the resolvent set of −Aq, and the resolvent estimate

‖(λ+ Aq)
−1‖L(Lq

σ(Ω)) ≤
Cε

|λ+ α|
∀λ ∈ −α+ Σε. (1.1)

Now we present the main results and ideas of this paper. Let Ŵ 1,q(Ω) be the
homogeneous Sobolev space

Ŵ 1,q(Ω) = {u ∈ L1
loc(Ω)/R : ∇u ∈ Lq(Ω)n, ‖u‖Ŵ 1,q(Ω) := ‖∇u‖Lq(Ω)}.

We use the short notation ‖u, v‖X for ‖u‖X + ‖v‖X , even if u and v are tensors of
different order. Let ᾱ = min{α(i) : i = 0, . . . ,m} where α(0) > 0 and α(i) > 0,
i = 1, . . . ,m, are the smallest eigenvalues of Dirichlet Laplacians in Ω0 and in
Σi, i = 1, . . . ,m, respectively.

Theorem 1.1 Let 1 < q < ∞ and λ ∈ −α + Σε, where α ∈ (0, ᾱ), and let ε ∈
(π/2, π). If f ∈ Lq(Ω)n, then the resolvent problem

λu−∆u+∇p = f in Ω

div u = 0 in Ω

u = 0 on ∂Ω

(1.2)

has a unique solution (u, p) ∈
(
W 2,q(Ω)n ∩W 1,q

0 (Ω)n ∩ Lq
σ(Ω)

)
× Ŵ 1,q(Ω) satisfying

the estimate
‖(λ+ α)u,∇2u,∇p‖Lq(Ω) ≤ C‖f‖Lq(Ω) (1.3)

with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) independent of λ ∈ −α+ Σε.
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As a consequence, for every ε ∈ (π/2, π) and α ∈ (0, ᾱ) the set −α + Σε is con-
tained in ρ(−Aq) and the resolvent estimate (1.1) with C = C(q, α, ε,Ω0,Σ

1, . . . ,Σm)
holds. In particular, −Aq generates a bounded analytic semigroup e−tAq in Lq

σ(Ω)
satisfying

‖e−tAq‖L(Lq
σ(Ω)) ≤ Ce−αt for all t ≥ 0 (1.4)

with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) independent of t ≥ 0.

The system (1.2) in an infinite straight cylinder Σ × R was studied in vector-
valued homogeneous Besov spaces Ḃs

pq(R;Lr(Σ)), s ∈ R, 1 ≤ p, q ≤ ∞, ([17]) and
in Lq(R;Lr

ω(Σ)) ([19]), where 1 < q, r < ∞ and ω ∈ Ar(Rn−1) is an arbitrary
Muckenhoupt weight. To be more concrete, using the partial Fourier transform
F = ̂ along the axis of the cylinder Σ × R, the authors obtained estimates for the
parametrized Stokes resolvent system on Σ

(λ+ ξ2 −∆′)U ′ +∇′P = F ′ in Σ

(λ+ ξ2 −∆′)Un + iξP = Fn in Σ

(Rλ,ξ) div ′U ′ + iξUn = G in Σ

U ′ = 0, Un = 0 on ∂Σ

in Fourier space. Then the solution u to (1.2) in Σ× R is represented by

u = F−1(a1(ξ)f̂(ξ))

where a1(ξ) is the solution operator for (Rλ,ξ) with G = 0, i.e., û = U = (U ′, Un) =

a1(ξ)F, F = f̂ . Finally operator-valued Fourier multiplier theorems are applied to
get the estimates of u.

The proof of Theorem 1.1 uses the technique of cut-off functions based on esti-
mates for the resolvent system with prescribed divergence div u = g on an infinite
cylinder, see (Rλ) in Section 2. With the solution operator a2(ξ) for (Rλ,ξ) with
F = 0 the solution to (Rλ) with f = 0, g 6= 0 is represented by u = F−1(a2(ξ)ĝ(ξ)).
However, in this case, the application of Fourier multiplier theorems is not straight-
forward since the estimate for (Rλ,ξ) with G 6= 0 involves a complicated parameter-
dependent norm, see (2.21)-(2.23). To get estimates for (Rλ) (Theorem 2.10) we
use techniques of unconditional Schauder decompositions of UMD spaces combined
with a property of Muckenhoupt weights (see Lemma 2.8).

The second main result of this paper concerns the H∞-calculus of the Stokes
operator in the cylinder Ω. For θ ∈ (0, π) let H∞(Σθ) be the set of all holomorphic
and bounded functions on the sector Σθ, and let ωB be the spectral angle of B, i.e.
ωB = inf{θ ∈ (0, π) : σ(B) ⊂ Σθ}. Then for θ ∈ (ωB, π) a sectorial operator B on a
Banach space X is said to admit a bounded H∞(Σθ)-calculus (or, shortly, bounded
H∞-calculus) in X if there is a constant Cθ > 0 such that for all

h ∈ H∞
0 (Σθ) :=

{
h ∈ H∞(Σθ) : ∃ k, s > 0 : |h(z)| < k

|z|s

1 + |z|2s
∀z ∈ Σθ

}
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the bounded operator

h(B) =
1

2πi

∫
Γ

h(λ)(λ−B)−1 dλ ∈ L(X) (1.5)

satisfies the estimate
‖h(B)‖L(X) ≤ Cθ‖h‖∞; (1.6)

here the integral curve Γ is the oriented boundary of Σθ′ with θ′ ∈ (ωB, θ); note that
h(B) is independent of the choice of θ′. Furthermore, even for h ∈ H∞(Σθ), we may
define h(B) with domain D(B) ∩R(B) in X by

h(B) =
1

2πi

∫
Γ

h(λ)λ(1 + λ)−2(λ−B)−1 dλ (1 +B)2B−1. (1.7)

It is known that (1.7) is consistent with (1.5) and, if the operator B admits a
bounded H∞(Σθ)-calculus in X, then for h ∈ H∞(Σθ) the operator h(B) in (1.7) is
bounded in X and (1.6) holds as well, cf. [12].

If a sectorial operator B admits a bounded H∞(Σθ̃)-calculus for some θ̃ ∈ (ωB, π)
in a Banach space X, then B has bounded imaginary powers, i.e., Bit ∈ L(X) and
‖Bit‖L(X) ≤ C with some C > 0 for all |t| < 1. Hence the domains of its fractional
powers are represented by complex interpolation of the spaces D(B) and X ([12]
or [32], Theorem 1.15.3). Moreover, if θ̃ < π/2, then B has maximal regularity
provided X is a UMD space ([12]), see also [9] and [14], Theorem 3.2. Note that the
property of admitting a bounded H∞-calculus is stable by small perturbation, see
[11], Theorem 3.2.

A general theory for unbounded domains for which the shifted Stokes operator
c + Aq for some c > 0 admits a bounded H∞-calculus was studied in [5], Theorem
1.3. We check that the unbounded cylinder Ω satisfies the assumptions on domains
in that theory ([5], Assumption 1.1). Then, since the resolvent of Aq is bounded in
a neighborhood of 0 by Theorem 1.1, we directly get the following theorem.

Theorem 1.2 For 1 < q < ∞ the Stokes operator Aq admits a bounded H∞(Σθ)-
calculus in Lq

σ(Ω) for any θ ∈ (0, π). In particular, the Stokes operator Aq has
maximal regularity in Lq

σ(Ω).

This paper is organized as follows. In Section 2 we deal with problems in an
infinite cylinder. In §2.1 preliminaries for Muckenhoupt weights, R-boundedness
of operator families, Schauder decompositions and square function estimates are
discussed. In §2.2 we get estimates for the Stokes resolvent system with a prescribed
divergence on an infinite cylinder. Section 3 is devoted to the proof of the main result
for cylindrical domains with several exits to infinity. In this paper, for notational
convenience, constants appearing in the proofs may differ from line to line even
though they may be denoted by the same letters.
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2 Infinite Straight Cylinders: Stokes Resolvent System with
a Prescribed Divergence in Weighted Spaces

In this section Ω is an infinite cylinder Σ × R ⊂ Rn, n ≥ 3, with a bounded cross-
section Σ ⊂ Rn−1. We consider the Stokes resolvent system (Rλ) on Ω with pre-
scribed divergence:

λu−∆u+∇p = f in Ω

(Rλ) div u = g in Ω

u = 0 on ∂Ω.

The system (Rλ) was studied in Lq(R;L2(Σ)), 1 < q <∞, in [18]. Here we analyze
(Rλ) in Lq(R;Lr

ω(Σ)) for 1 < q, r <∞ and arbitrary Muckenhoupt weight ω.
Let a generic point x ∈ Ω be written in the form x = (x′, xn) ∈ Ω, where

x′ ∈ Σ and xn ∈ R. Similarly, differential operators in Rn are split, in particular,
∇ = (∇′, ∂n). The outward unit normal vector at x′ ∈ Σ is denoted by N ′ ∈
Rn−1, whereas the exterior normal at x ∈ ∂Ω is denoted by N. First we recall
some preliminaries on Muckenhoupt weights, R-boundedness of operator families,
Schauder decompositions and square function estimates for functions in weighted
Lr-spaces.

2.1 Preliminaries

Let 1 < r < ∞. A function 0 ≤ ω ∈ L1
loc(Rn−1) is called Ar-weight (Muckenhoupt

weight) on Rn−1 iff

Ar(ω) := sup
Q

(
1

|Q|

∫
Q

ω dx′
)
·
(

1

|Q|

∫
Q

ω−1/(r−1) dx′
)r−1

<∞

where the supremum is taken over all cubes of Rn−1 and |Q| denotes the (n − 1)-
dimensional Lebesgue measure of Q. We call Ar(ω) the Ar-constant of ω and we
denote the set of all Ar-weights on Rn−1 by Ar = Ar(Rn−1). Note that

ω ∈ Ar iff ω′ := ω−1/(r−1) ∈ Ar′ , r
′ = r/(r − 1)

and Ar′(ω
′) = Ar(ω)r′/r. A constant C = C(ω) is called Ar-consistent if for every

d > 0
sup{C(ω) : ω ∈ Ar,Ar(ω) < d} <∞.

We write ω(Q) for
∫

Q
ω dx′.

Given a Muckenhoupt weight ω, and an arbitrary domain Σ of Rn−1 let

Lr
ω(Σ) =

{
u ∈ L1

loc(Σ̄) : ‖u‖r,ω =

(∫
Σ

|u|rω dx′
)1/r

<∞

}
.
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It is well-known that Lr
ω(Σ) is a separable reflexive Banach space with dense subspace

C∞
0 (Σ); in particular, Lr

ω(Σ)∗ = Lr′

ω′(Σ) for ω ∈ Ar. Moreover, we need the subspace

Lr
m,ω(Σ) :=

{
u ∈ Lr

ω(Σ) :

∫
Σ

u dx′ = 0
}

of functions in Lr
ω(Σ) with vanishing mean. Let ω ∈ Ar. As usual, W k,r

ω (Σ), k ∈ N,
denotes the weighted Sobolev space with norm ‖u‖k,r,ω =

( ∑
|α|≤k ‖Dαu‖r

r,ω

)1/r
,

where |α| = α1+· · ·+αn−1 is the length of the multi-index α = (α1, . . . , αn−1) ∈ Nn−1
0

and Dα = ∂α1
1 · . . . · ∂αn−1

n−1 . Moreover, let W k,r
0,ω(Σ) := C∞

0 (Σ)
‖·‖k,r,ω

and W−k,r
0,ω (Σ) :=

(W k,r′

0,ω′ (Σ))∗, where r′ = r/(r − 1). We introduce the weighted homogeneous Sobolev
space

Ŵ 1,r
ω (Σ) =

{
u ∈ L1

loc(Σ̄)/R : ∇′u ∈ Lr
ω(Σ)

}
with norm ‖∇′u‖r,ω and its dual space Ŵ−1,r′

ω′ := (Ŵ 1,r
ω )∗ with norm ‖ · ‖−1,r′,ω′ =

‖ · ‖−1,r′,ω′;Σ.

Definition 2.1 A Banach space X is called a UMD space if the Hilbert transform

Hf(t) = − 1

π
PV

∫
f(s)

t− s
ds for f ∈ S(R;X),

where S(R;X) is the Schwartz space of all rapidly decreasing functions, extends to
a bounded linear operator in Lq(R;X) for some q ∈ (1,∞).

It is well known that, if X is a UMD space, the Hilbert transform is bounded
in Lq(R;X) for all q ∈ (1,∞) (see e.g. [30], Theorem 1.3). The dual space and
closed subspaces of a UMD space are UMD spaces as well and for any open set Σ
of Rn−1, 1 < r < ∞, the weighted spaces Lr

ω(Σ),W 1,r
ω (Σ) and Ŵ 1,r

ω (Σ) are UMD
spaces.

Definition 2.2 Let X be a Banach space and (xn)∞n=1 ⊂ X. The series
∑∞

n=1 xn

is called unconditionally convergent if
∑∞

n=1 xσ(n) is convergent in norm for every
permutation σ : N → N.

Definition 2.3 A sequence of projections (∆j)j∈N ⊂ L(X ) on a Banach space X is
called a Schauder decomposition of X if

∆i∆j = 0 for all i 6= j

and
∞∑

j=1

∆jx = x for each x ∈ X .

A Schauder decomposition (∆j)j∈N of X is called unconditional if the series∑∞
j=1 ∆jx converges unconditionally for each x ∈ X .
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If (∆j)j∈N is a Schauder decomposition of a Banach space X , then the family

{
∑k

j=l ∆j}l,k∈Z is uniform bounded in X due to the Banach-Steinhaus theorem.
Moreover, if (∆j)j∈N is unconditional, then there is a constant c > 0 such that∥∥∥ N∑

j=1

εj∆jx
∥∥∥
X
≤ c

∥∥∥ N∑
j=1

∆jx
∥∥∥
X

for all N ∈ N, x ∈ X , εj ∈ {−1, 1},

see e.g. [12], Proposition 3.14. Moreover, there is a constant c∆ > 0 such that for
all uj in the range R(∆j) of ∆j the inequalities

c−1
∆

∥∥∥ k∑
j=l

uj

∥∥∥
X

≤
∥∥∥ k∑

j=l

εj(s)uj

∥∥∥
Lp(0,1;X )

≤ c∆

∥∥∥ k∑
j=l

uj

∥∥∥
X
, (2.1)

are valid for any sequence (εj(s)) of independent, symmetric {−1, 1}-valued random
variables defined on (0,1), for all l ≤ k ∈ Z and for each p ∈ [1,∞), see e.g. [12],
(3.8). Given an interpolation couple X1, X2 of Banach spaces, it is easily seen that a
Schauder decomposition of both X1 and X2 is a Schauder decomposition of X1 ∩X2

and X1 +X2 as well. We note that in the previous definitions and results the set of
indices N may be replaced by Z without any further changes.

Let X be a UMD space and χ[a,b) denote the characteristic function for the
interval [a, b). Let R be the Riesz projection, i.e.

R := F−1χ[0,∞)F ,

and define
∆j := F−1χ[2j ,2j+1)F , j ∈ Z.

It is well known that R and ∆j, j ∈ Z, are bounded in Lq(R;X) for each q ∈ (1,∞)
and that {∆j : j ∈ Z} is an unconditional Schauder decomposition of RLq(R;X),
the image of Lq(R;X) by the Riesz projection R, see [12], proof of Theorem 3.19.
Furthermore, {∆j : j ∈ Z} is an unconditional Schauder decomposition of both

RŴ 1,q(R;X) and RŴ−1,q(R;X) for each q ∈ (1,∞) since for every permutation σ

of N, every l < k ∈ Z and any u ∈ RŴ 1,q(R;X)∥∥∥u− k∑
j=l

∆σ(j)u
∥∥∥

Ŵ 1,q(R;X)
=

∥∥∥Du− k∑
j=l

∆σ(j)Du
∥∥∥

Lq(R;X)
,

as well as for any v ∈ RŴ−1,q(R;X)∥∥∥v − k∑
j=l

∆σ(j)v
∥∥∥

Ŵ−1,q(R;X)
=

∥∥∥F−1(ξ−1v̂)−
k∑

j=l

∆σ(j)F−1(ξ−1v̂)
∥∥∥

Lq(R;X)
.

Definition 2.4 Let X, Y be Banach spaces. An operator family T ⊂ L(X;Y ) is
called R-bounded if there is a constant c > 0 such that for all T1, · · · , TN ∈ T ,
x1, · · · , xN ∈ X and N ∈ N∥∥∥ N∑

j=1

εj(·)Tjuj

∥∥∥
Lq(0,1;Y )

≤ c
∥∥∥ N∑

j=1

εj(·)uj

∥∥∥
Lq(0,1;X)

(2.2)
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for some q ∈ [1,∞), where (εj(·)) is any sequence of independent, symmetric
{−1, 1}-valued random variables on [0, 1]. The smallest constant c for which (2.2)
holds is called R-bound of T and denoted by Rq(T ).

Note that due to Kahane’s inequality

∥∥∥ N∑
j=1

εj(s)uj

∥∥∥
Lq1 (0,1;X)

≤ c
∥∥∥ N∑

j=1

εj(s)uj

∥∥∥
Lq2 (0,1;X)

, 1 ≤ q1, q2 <∞, (2.3)

where c = c(q1, q2, X) > 0 ([13]), inequality (2.2) holds for all q ∈ [1,∞) if it holds
for some q ∈ [1,∞).

Lemma 2.5 Let X be a UMD space, 1 < q < ∞ and Ra,b := F−1χ[a,b)F for
−∞ < a < b <∞.

(1) If g ∈ Ŵ−1,q(R;X), then Ra,bg ∈ Lq(R;X) and there exists a constant
c(q,X) > 0 such that

‖Ra,bg‖Lq(R;X) ≤ c(q,X) max{|a|, |b|}‖Ra,bg‖Ŵ−1,q(R;X).

In particular, if a > 0, then

1

b c(q,X)
‖Ra,bg‖Lq(R;X) ≤ ‖Ra,bg‖Ŵ−1,q(R;X) ≤

c(q,X)

a
‖Ra,bg‖Lq(R;X).

(2) There is a constant c > 0 such that for all g ∈ Lq(R;X) and for any l ≤ k ∈ Z
the following two formulae hold:

c−1
∥∥∥ k∑

j=l

2j∆jg
∥∥∥

Lq(R;X)
≤

∥∥∥ k∑
j=l

∆jg
∥∥∥

Ŵ 1,q(R;X)
≤ c

∥∥∥ k∑
j=l

2j∆jg
∥∥∥

Lq(R;X)
(2.4)

c−1
∥∥∥ k∑

j=l

2−j∆jg
∥∥∥

Lq(R;X)
≤

∥∥∥ k∑
j=l

∆jg
∥∥∥

Ŵ−1,q(R;X)
≤ c

∥∥∥ k∑
j=l

2−j∆jg
∥∥∥

Lq(R;X)
. (2.5)

(3) The operator family {Ra,b; −∞ < a < b <∞} is R-bounded in L(Lq(R;X)).

Proof: (1) and (2) were proved in [18], Lemma 2.7 and 2.8, respectively. Further-
more, (3) is well-known, see e.g. [12].

Lemma 2.6 Let (H, (·, ·), ‖ · ‖H) be a Hilbert space and let 1 < q <∞. Then there
is a constant c > 0 such that for all uj = ∆juj ∈ Lq(R;H) the inequalities

1

c

∥∥∥( k∑
j=l

‖uj‖2
H

)1/2∥∥∥
q,R

≤
∥∥∥ k∑

j=l

uj

∥∥∥
Lq(R;H)

≤ c
∥∥∥( k∑

j=l

‖uj‖2
H

)1/2∥∥∥
q,R

hold for all l < k ∈ Z.

8



Proof: See [18], Lemma 2.6.

To generalize Lemma 2.6 to Lr-spaces, r 6= 2, we recall a crucial technical lemma
from harmonic analysis ([27]).

Lemma 2.7 Let 1 < p < r < ∞,
1

s
= 1 − p

r
and ω ∈ Ar. Then for every

nonnegative function u ∈ Ls
ω(Σ) there is a nonnegative function v ∈ Ls

ω(Rn−1) such
that

(1) u(x′) ≤ v(x′) for a.a. x′ ∈ Σ.

(2) ‖v‖s,ω;Rn−1 ≤ 2‖u‖s,ω;Σ.

(3) ωv ∈ Ap and Ap(ωv) ≤ c with c = c(Ar(ω)) > 0 depending only on the
Ar-constant of ω and independent of u, v.

If the function u has a parameter τ in a Lebesgue measurable set E of Rk, k ∈ N,
and is Lebesgue measurable w.r.t. (x′, τ) ∈ Σ × E, then the function v is also
Lebesgue measurable w.r.t. (x′, τ) ∈ Rn−1 × E.

Proof: We extend u onto Rn−1 by 0 and again denote it by u. Then the assertion
is a particular case of [27], Ch. IV, Lemma 5.18. Checking details of its proof, one
can see that the constant in (2) may be taken as 2, cf. (2.6) below.

Let u have a parameter τ ∈ E. By the proof of [27], Ch. IV, Lemma 5.18, the
function v may be taken as

v(·, τ) =
∞∑

j=0

(2‖S‖)−jSju(·, τ), (2.6)

where Su = M(|u|ω) ·ω−1 with M(|u|ω) the Hardy-Littlewood maximal function of
|u|ω on Rn−1 and ‖S‖ is the norm of the sublinear operator S in Ls

ω(Rn−1). Looking
at the structure of the Hardy-Littlewood maximal function, Su(·, τ) is seen to be
Lebesgue measurable w.r.t. (x′, τ) ∈ Rn−1×E; hence each summand of the series in
(2.6) is Lebesgue measurable w.r.t. (x′, τ) as well. Then the function v as a limit of
an increasing sequence of nonnegative measurable functions on Rn−1×E is Lebesgue
measurable on Rn−1 × E.

Lemma 2.8 Let 1 < q < ∞, 2 < r < ∞, 1
s

= 1− 2
r

and ω ∈ Ar. Then there exist
constants C1 = C1(Ar(ω)) > 0 and C2 = C2(q, r) > 0 independent of ω such that for
l, k ∈ Z, l ≤ k, and for each finite sequence uj = ∆juj ∈ Lq(R;Lr

ω(Σ)), j = l, . . . , k,
there is some measurable function v on Rn satisfying v(·, xn) ∈ Ls

ω(Rn−1) for a.a.
xn ∈ R and

‖v(·, xn)‖s,ω ≤ 2, ωv(·, xn) ∈ A2(Rn−1) and A2(ωv(·, xn)) ≤ C1,∥∥∥ k∑
j=l

uj

∥∥∥
Lq(R;Lr

ω(Σ))
≤ C2c∆

∥∥∥( k∑
j=l

‖uj(·, xn)‖2
2,ωv(xn)

)1/2∥∥∥
q,R
.

(2.7)
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Moreover, for all sequences vj = ∆jvj ∈ Lq(R;Lr
ω(Σ)), j = l, . . . , k,

∥∥∥( k∑
j=l

‖vj(·, xn)‖2
2,ωv(xn)

)1/2∥∥∥
q,R

≤ C2c∆

∥∥∥ k∑
j=l

vj

∥∥∥
Lq(R;Lr

ω(Σ))
, (2.8)

where c∆ is the constant in (2.1). In particular, (2.8) holds for (uj)
k
j=l as well.

Proof: Choose a sequence (εj(s)) of {−1, 1}−valued symmetric, independent ran-
dom variables on [0, 1]. By (2.1), Fubini’s theorem and Kahane’s inequality (2.3)

∥∥∥ k∑
j=l

uj

∥∥∥
Lq(R;Lr

ω(Σ))
≤ c∆

∥∥∥ k∑
j=l

εjuj

∥∥∥
Lq(0,1;Lq(R;Lr

ω(Σ)))

= c∆

∥∥∥ k∑
j=l

εjuj

∥∥∥
Lq(R;Lq(0,1;Lr

ω(Σ)))
≤ c

∥∥∥ k∑
j=l

εjuj

∥∥∥
Lq(R;Lr(0,1;Lr

ω(Σ)))
,

(2.9)

where c∆ = c∆(q, r), c = c(q, r) > 0; note that for X = Lr
ω(Σ) the constants c∆ in

(2.1) and c in (2.3) are independent of the weight ω, see [19], Remark 5.7, Remark
5.3, and even independent of Σ, which can easily be seen via the extension by 0 of
functions on Σ onto Rn−1. Let us recall Khintchine’s inequality for complex numbers
aj, i.e.,

K−1
∥∥∥ N∑

j=1

εjaj

∥∥∥
Lp(0,1)

≤
( N∑

j=1

|aj|2
)1/2

≤ K
∥∥∥ N∑

j=1

εjaj

∥∥∥
Lp(0,1)

, p ∈ [1,∞), (2.10)

where the constant K = K(p) does not depend on the choice of the sequence of
independent, symmetric and {−1, 1}-valued random variables (εj(·)) on [0, 1] and
on (aj). By Fubini’s theorem and (2.10) we get for a.a. xn ∈ R

∥∥∥ k∑
j=l

εjuj(·, xn)
∥∥∥

Lr(0,1;Lr
ω(Σ))

=
( ∫

Σ

∫ 1

0

∣∣∣ k∑
j=l

εj(s)uj(x
′, xn)

∣∣∣r ds ω dx′)1/r

≤ K(r)
( ∫

Σ

( k∑
j=l

|uj(·, xn)|2
)r/2

ω(x′) dx′
)1/r

= K(r)
∥∥∥( k∑

j=l

|uj(·, xn)|2
)1/2∥∥∥

r,ω
= K(r)

∥∥∥ k∑
j=l

|uj(·, xn)|2ω1/s′
∥∥∥1/2

s′
.

(2.11)

For a.a. xn ∈ R we have

∥∥∥ k∑
j=l

|uj(·, xn)|2ω1/s′
∥∥∥1/2

s′
=

( ∫
Σ

k∑
j=l

|uj(·, xn)|2ω1/s′ũ(·, xn) dx′
)1/2

=
( ∫

Σ

k∑
j=l

|uj(·, xn)|2ωu(·, xn) dx′
)1/2

,

(2.12)
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where u(xn) := ũ(·, xn)ω−1/s and, if
∑k

j=l |uj(·, xn)|2 6= 0,

ũ(·, xn) :=

( ∑k
j=l |uj(·, xn)|2ω1/s′

)s′−1∥∥∑k
j=l |uj(·, xn)|2ω1/s′

∥∥s′−1

s′

,

but if
∑k

j=l |uj(·, xn)|2 = 0, then ũ(·, xn) := |Σ|−1/s. Note that ũ(x′, xn) ≥ 0 and
ũ(·, xn) ∈ Ls(Σ) with ‖ũ(·, xn)‖s;Σ = 1, and hence, for a.a. xn ∈ R we get that
u(xn) ∈ Ls

ω(Σ), ‖u(xn)‖s,ω = 1. Moreover, the function u is Lebesgue measurable
w.r.t. (x′, xn) ∈ Σ × R. Therefore, by Lemma 2.7 there is a Lebesgue measurable
function v on Rn such that v(xn) = v(·, xn) ∈ Ls

ω(Rn−1) and

u(x′, xn) ≤ v(x′, xn) for a.a x′ ∈ Σ, ‖v(xn)‖s,ω ≤ 2,

ωv(xn) ∈ A2(Rn−1) and A2(ωv(xn)) ≤ C,
(2.13)

where the constant C in (2.13) depends only on the Ar-constant of ω and is inde-
pendent of u, v; see Lemma 2.7. Now (2.9), (2.11) and (2.12) imply that (2.7) holds
with the function v chosen above and some constant C = C(q, r) > 0.

Let vj = ∆jvj ∈ Lq(R;Lr
ω(Σ)), j = l, . . . , k, be an arbitrary sequence. Then, by

Hölder’s inequality, (2.13), (2.10) and (2.3) we get for almost all xn ∈ R that( k∑
j=l

‖vj(·, xn)‖2
2,ωv(xn)

)1/2

=
( ∫

Σ

k∑
j=l

|vj(x
′, xn)|2ω(x′)1/s′ · v(x′, xn)ω(x′)1/s dx′

)1/2

≤
∥∥∥ k∑

j=l

|vj(·, xn)|2
∥∥∥1/2

s′,ω
‖v(xn)‖1/2

s,ω ≤
√

2
∥∥∥( k∑

j=l

|vj(·, xn)|2
)1/2∥∥∥

r,ω

≤ K(r)
√

2
∥∥∥ k∑

j=l

εjvj(·, xn)
∥∥∥

Lr(0,1;Lr
ω(Σ))

≤ c(q, r)
∥∥∥ k∑

j=l

εjvj(·, xn)
∥∥∥

Lq(0,1;Lr
ω(Σ))

.

Therefore, using a similar technique as in (2.9), by Fubini’s theorem and (2.1) we
get (2.8).

2.2 Generalized Resolvent Estimates on an Infinite Straight Cylinder

Let 1 < q, r < ∞. On an infinite cylinder Ω = Σ × R we introduce the function
space

Lq(Lr
ω) := Lq(R;Lr

ω(Σ)), ‖u‖Lq(Lr
ω) =

(∫
R

( ∫
Σ

|u(x′, xn)|rω(x′) dx′
)q/r

dxn

)1/q

.

Furthermore, let W k;q,r
ω (Ω), k ∈ N, denote the Banach space of all functions on

Ω whose partial derivatives of order up to k belong to Lq(Lr
ω) endowed with the

norm ‖u‖W k;q,r
ω

=
( ∑

|α|≤k ‖Dαu‖2
Lq(Lr

ω)

)1/2
, where α ∈ Nn

0 is a multi-index, and

let W 1;q,r
0,ω (Ω) be the completion of the set C∞

0 (Ω)n in W 1;q,r
ω (Ω). The weighted

homogeneous Sobolev space Ŵ 1;q,r
ω (Ω) is defined by

Ŵ 1;q,r
ω (Ω) = {u ∈ L1

loc(Ω)/R : ∇u ∈ Lq(Lr
ω)}
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with norm ‖∇u‖Lq(Lr
ω); finally, Ŵ−1;q,r

ω (Ω) :=
(
Ŵ 1;q′,r′

ω′ (Ω)
)∗

. By the Hahn-Banach
theorem it is easily seen that

Ŵ−1;q,r
ω (Ω) = Ŵ−1,q(R;Lr

ω(Σ)) + Lq(R; Ŵ−1,q
ω (Σ)). (2.14)

Lemma 2.9 Let 1 < q, r <∞ and ω ∈ Ar(Rn−1).
(1) For d > 1 let

Ωd = {(x′, xn) ∈ Ω : |xn| < d}.

Then Poincaré’s inequality

‖ϕ‖Lq(−d,d; Lr
ω(Σ)) ≤ C d‖∇ϕ‖Lq(−d,d; Lr

ω(Σ)) (2.15)

holds with an Ar-consistent constant C = C(Ar(ω),Σ) > 0 for all ϕ ∈ C∞(Ω̄d) with∫
Ωd
ϕdx = 0.

(2) The set C∞
0 (Ω̄) is dense in Ŵ 1;q,r

ω (Ω).

(3) The set C∞
0 (R;W 1,r

ω (Σ)) ∩ Ŵ−1;q,r
ω (Ω) is dense in the space W 1;q,r

ω (Ω) ∩
Ŵ−1;q,r

ω (Ω).

Proof: (1) Let ζ(xn) = 1
|Σ|

∫
Σ
ϕ(x′, xn) dx′, xn ∈ (−d, d), and define ψ(x′, xn) =

ϕ(x′, xn) − ζ(xn). Obviously,
∫ d

−d
ζ(xn) dxn = 0 and

∫
Σ
ψ(x′, xn) dx′ = 0 for all

xn ∈ (−d, d). Therefore, by Poincare’s inequalities on Σ and on (−d, d) we get

‖ϕ‖Lq(−d,d; Lr
ω(Σ)) ≤ ‖ψ‖Lq(−d,d; Lr

ω(Σ)) + ‖ζ‖Lq(−d,d; Lr
ω(Σ))

≤
(∫ d

−d

‖ψ(·, xn)‖q
r,ω dxn

)1/q

+ ω(Σ)1/r‖ζ‖Lq(−d,d)

≤ C(Ar(ω),Σ)

(∫ d

−d

‖∇′ψ(·, xn)‖q
r,ω dxn

)1/q

+ dc1ω(Σ)1/r‖∂nζ‖Lq(−d,d).

Note that ∇′ψ = ∇′ϕ and, due to Hölder’s inequality and ω(x)1/rω′(x)1/r′ = 1 for
x′ ∈ Σ,

ω(Σ)1/r‖∂nζ‖Lq(−d,d) =
ω(Σ)1/r

|Σ|

∥∥∥∫
Σ

∂nϕ(x′, xn) dx′
∥∥∥

Lq(−d,d)

≤ ω(Σ)1/rω′(Σ)1/r′

|Σ|
‖∂nϕ‖Lq(−d,d; Lr

ω(Σ))

≤ c(Σ)Ar(ω)‖∂nϕ‖Lq(−d,d; Lr
ω(Σ)).

Thus (2.15) is proved.
(2) The assertion is proved in the same way as [18], Lemma 2.1 (ii), where ω = 1.
(3) Let {ρε}ε>0 be a one-dimensional mollifier defined by ρε(xn) = 1

ε
ρ(xn

ε
), ε > 0,

with ρ ∈ C∞
0 (R) satisfying supp ρ ⊂ [−1, 1] and

∫
R ρ(xn) dxn = 1. In the subsequent

proof, for a function f defined on Ω let ρε ∗ f denote the convolution with respect
to xn, that is,

ρε ∗ f(x′, xn) :=

∫
R
f(x′, xn − yn)ρε(yn) dyn.
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Further choose η ∈ C∞
0 (R) such that

η(xn) :=

{
1 for |xn| < 1
0 for |xn| ≥ 2,

and let ηj(xn) := η(xn

j
) for j ∈ N.

Now, for g ∈ W 1;q,r
ω (Ω)∩Ŵ−1;q,r

ω (Ω), define the functions gj, ḡj, j ∈ N, by gj(x) :=
ηj(xn)g(x), x ∈ Ω, and

ḡj(x) :=


gj(x)−

1

|Ω2j|

∫
Ω2j

gj dx for x ∈ Ω2j

0 otherwise,

respectively. Further let gjε := ḡj ∗ ρε for ε > 0.

Evidently, gjε ∈ C∞
0 (R;W 1,r

ω (Σ)) ⊂ W 1;q,r
ω (Ω). To prove gjε ∈ Ŵ−1;q,r

ω (Ω) note
that supp gjε ⊂ Ω2j+ε and that

∫
Ω
gjε dx = 0 since

∫
Ω
gj dx = 0. Therefore, by

(2.15), for ϕ ∈ C∞
0 (Ω̄)∫

Ω

gjεϕdx =

∫
Ω2j+ε

gjεϕdx =

∫
Ω2j+ε

gjεϕ̄ dx

≤ ‖gjε‖Lq(Lr
ω)‖ϕ̄‖Lq′ (−2j−ε,2j+ε; Lr′

ω′ (Σ))

≤ c(2j + ε)‖gjε‖Lq(Lr
ω)‖∇ϕ‖Lq′ (Lr′

ω′ )
,

where ϕ̄ = ϕ− 1
|Ω2j+ε|

∫
Ω2j+ε

ϕdx and c = c(Ar(ω),Σ) > 0. Thus gjε ∈ Ŵ−1;q,r
ω (Ω).

Now we will show that the sequence {gjε} with carefully chosen ε = ε(j) con-

verges to g in W 1;q,r
ω (Ω) ∩ Ŵ−1;q,r

ω (Ω) as j →∞. First let us prove the convergence
in W 1;q,r

ω (Ω). Since supp gj ⊂ Ω2j, we obtain

gjε− g = (g ∗ ρε− g)+ (gj − g) ∗ ρε−
( 1

|Ω2j|

∫
Ω2j

gj dx
) ∫ 2j

−2j

ρε(xn− yn) dyn . (2.16)

Since g ∈ Ŵ−1;q,r
ω (Ω), by Hahn-Banach’s theorem there is some u ∈ Lq(Lr

ω) such
that

g = div u, u ·N |∂Ω = 0 and ‖u‖Lq(Lr
ω) = ‖g‖Ŵ−1;q,r

ω (Ω).

By elementary calculations we have∣∣∣ ∫
Ω2j

gj dx
∣∣∣ =

∣∣∣ ∫
Ω2j

ηjdiv u dx
∣∣∣ =

∣∣∣ ∫
Ω2j

∇ηj · u dx
∣∣∣

≤ 1

j

∥∥∥(∂nη)(
xn

j
)
∥∥∥

Lq′ (Lr′
ω′ )
‖χj,2ju‖Lq(Lr

ω)

= c1(q)j
−1/qω′(Σ)1/r′‖χj,2ju‖Lq(Lr

ω),

(2.17)

where χj,2j is the characteristic function of the set [−2j,−j] ∪ [j, 2j] and c1(q) =( ∫ 2

−2
|∂nη(yn)|q′ dyn

)1/q′
. Further we get∥∥∥∫ 2j

−2j

ρε(xn − yn) dyn

∥∥∥
W 1;q,r

ω (Ω)
= ω(Σ)1/r

∥∥∥∫ 2j

−2j

ρε(xn − yn) dyn

∥∥∥
W 1,q(R)

. (2.18)
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Note that, if 0 < ε < 2j,∥∥∥∫ 2j

−2j

ρε(xn − yn) dyn

∥∥∥
Lq(−2j−ε,2j+ε)

≤ (4j + 2ε)1/q ≤ 81/qj1/q

and that ∥∥∥ ∂

∂xn

∫ 2j

−2j

ρε(xn − yn) dyn

∥∥∥
Lq(−2j−ε,2j+ε)

= ‖ρε(xn + 2j)− ρε(xn − 2j)‖Lq(−2j−ε,2j+ε)

≤ 2‖ρε‖Lq(R) = c2(q)ε
−1/q′ ,

where c2(q) = 2‖ρ‖Lq(−1,1). Therefore, taking ε = ε(j) := j−q′/q, it follows from
(2.17),(2.18) that the W 1;q,r

ω (Ω)-norm of the third term of (2.16) is estimated by

c(q)ω(Σ)1/rω′(Σ)1/r′

|Ω2j|
‖χj,2j u‖Lq(Lr

ω) ≤
c(q,Σ)Ar(ω)

j
‖χj,2j u‖Lq(Lr

ω)

which tends to 0 as j →∞.
Obviously ‖g ∗ρε(j)−g‖W 1;q,r

ω (Ω) → 0 and ‖(gj−g)∗ρε(j)‖W 1;q,r
ω (Ω) → 0 as j →∞.

Summarizing the previous results we get that ‖gjε(j) − g‖W 1;q,r
ω (Ω) → 0 as j →∞.

Next we will prove ‖gjε(j) − g‖Ŵ−1;q,r
ω (Ω) → 0 as j → ∞. For j ∈ N define fj on

Ω by

fj(x
′, xn) =

{
un ∂nηj + 1

|Ω2j |

∫
Ω2j

gj dx, |xn| < 2j

0, |xn| ≥ 2j.

Then ḡj = div (ηju)− fj and, using (2.17), we have

‖fj‖Lq(Lr
ω) ≤ ‖un ∂nηj‖Lq(−2j,2j; Lr

ω) +
∥∥∥ 1

|Ω2j|

∫
Ω2j

gj dx
∥∥∥

Lq(−2j,2j; Lr
ω)

≤ ‖∂nηj‖∞‖χj,2j u‖Lq(Lr
ω) +

(4j)1/qω(Σ)1/r

|Ω2j|

∣∣∣ ∫
Ω2j

gj dx
∣∣∣

≤
(c
j

+
c(q)ω(Σ)1/rω′(Σ)1/r′

j|Σ|

)
‖χj,2ju‖Lq(Lr

ω)

≤ c(q)

j
(1 +Ar(ω))‖χj,2j u‖Lq(Lr

ω).

(2.19)

Note that
∫

Ω2j
fj dx = 0. Therefore, defining 〈fj, ϕ〉 :=

∫
Ω
fjϕdx for ϕ ∈ C∞(Ω̄),

we get by (2.15), (2.19) that

|〈fj, ϕ〉| =
∣∣∣ ∫

Ω2j

fjϕdx
∣∣∣ =

∣∣∣ ∫
Ω2j

fjϕ̄ dx
∣∣∣

≤ ‖fj‖Lq(Lr
ω) ‖ϕ̄‖Lq′ (−2j,2j;Lr′

ω′ )

≤ C(Ar(ω),Σ)‖χj,2j u‖Lq(Lr
ω) ‖∇ϕ‖Lq′ (Lr′

ω′ )
,

where ϕ̄ = ϕ− 1
|Ω2j |

∫
Ω2j

ϕdx. Hence 〈fj, ·〉 ∈ Ŵ−1;q,r
ω (Ω) and

‖〈fj, ·〉‖Ŵ−1;q,r
ω (Ω) ≤ C(Ar(ω),Σ)‖χj,2j u‖Lq(Lr

ω).
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By Hahn-Banach’s theorem there exists some wj ∈ Lq(Lr
ω) such that

divwj = fj, wj ·N |∂Ω = 0, and ‖wj‖Lq(Lr
ω) = ‖〈fj, ·〉‖Ŵ−1;q,r

ω (Ω).

Therefore, with uj := ηju− wj, we get ḡj = div uj and

‖gjε(j) − g‖Ŵ−1;q,r
ω (Ω) = ‖div (u− uj ∗ ρε(j))‖Ŵ−1;q,r

ω (Ω)

≤ ‖u− uj ∗ ρε(j)‖Lq(Lr
ω)

≤ ‖u− u ∗ ρε(j)‖Lq(Lr
ω) + ‖u− ηju‖Lq(Lr

ω) + ‖wj‖Lq(Lr
ω) → 0

as j →∞.
The proof of this lemma is complete.

Now we are in a position to prove the main theorem of this section.

Theorem 2.10 Let Σ ⊂ Rn−1 be a bounded domain of C1,1-class and let α0 > 0 be
the smallest eigenvalue of the Dirichlet Laplacian in Σ. Moreover, let 1 < q < ∞,
2 ≤ r <∞, ω ∈ Ar(Rn−1), α ∈ (0, α0) and let λ ∈ −α+ Σε, ε ∈ (π/2, π). Then, for

every f ∈ Lq(R;Lr
ω(Σ))n, g ∈ W 1;q,r

ω (Ω) ∩ Ŵ−1;q,r
ω (Ω) there exists a unique solution

(u, p) ∈
(
W 2;q,r

ω (Ω)n ∩W 1;q,r
0,ω (Ω)n

)
× Ŵ 1;q,r

ω (Ω) to (Rλ) satisfying the estimate

‖(λ+ α)u,∇2u,∇p‖Lq(Lr
ω)

≤ C
(
‖f‖Lq(Lr

ω) + ‖g‖W 1;q,r
ω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,r

ω (Ω)

) (2.20)

with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ.

Proof: For the special case g = 0 this theorem was treated in [19], Theorem 2.1.
Therefore, we shall consider only the case f = 0 and assume, due to Lemma 2.9 (3),

that g ∈ C∞
0 (R;W 1,r

ω (Σ)) ∩ Ŵ−1;q,r
ω (Ω).

By [19], Theorem 4.4, for every ξ ∈ R∗ and λ ∈ −α+Sε the parametrized Stokes
resolvent system (Rλ,ξ), see the Introduction, with F = f̂ = 0 and G = ĝ ∈ W 1,r(Σ),
has a unique solution

(UG, PG) := (UG(ξ), PG(ξ)) ∈ (W 2,r
ω (Σ) ∩W 1,r

0,ω(Σ))×W 1,r
ω (Σ)

such that

‖(λ+ α)UG, ξ
2UG, ξ∇′UG,∇′2UG, ξPG,∇′PG‖r,ω;Σ

≤ c
(
‖∇′G,G, ξG‖r,ω;Σ + (|λ|+ 1)‖G;Lr

m,ω + Lr
ω,1/ξ‖0

)
,

(2.21)

and, by [19], Corollary 4.5,∥∥ξ d
dξ

(
(λ+ α)UG, ξ

2UG, ξ∇′UG,∇′2UG, ξPG,∇′PG

)∥∥
r,ω;Σ

≤ c
(
‖∇′G,G, ξG‖r,ω;Σ + (|λ|+ 1)‖G;Lr

m,ω + L2
ω,1/ξ‖0

)
;

(2.22)
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here the constant c = c(r, α, ε,Σ,Ar(ω)) > 0 is independent of λ ∈ −α+Sε, ξ ∈ R∗,
and

‖G;Lr
m,ω + Lr

ω,1/ξ‖0 := inf
{
‖G0‖−1,r;ω + ‖G1/ξ‖r,ω;

G = G0 +G1, G0 ∈ Lr
m,ω(Σ), G1 ∈ Lr

ω(Σ)
}
.

(2.23)

Moreover, the operator M(ξ) : W 1,r
ω (Σ) → Lr

ω(Σ), ξ ∈ R∗, defined by

M(ξ)G :=
(
(λ+ α)UG, ξ

2UG, ξ∇′UG,∇′2UG, ξPG,∇′PG

)
,

is Frechét differentiable, and (2.21), (2.22) yield the estimate

‖M(ξ)G, ξM ′(ξ)G‖r,ω,Σ ≤ c
(
‖∇′G,G, ξG‖r,ω;Σ+(|λ|+1)‖G;Lr

m,ω+Lr
ω,1/ξ‖0

)
, (2.24)

where c = c(r, α, ε,Σ,Ar(ω)) > 0.
Obviously (u, p) = (Uĝ(ξ)(ξ)

∨, Pĝ(ξ)(ξ)
∨) solves (Rλ) with right-hand side (0, g)

in the sense of distributions. Therefore, to prove (2.20) it is enough to show that

‖
(
M(ξ)ĝ(ξ))∨‖Lq(R;Lr

ω(Σ)) ≤ C
(
‖g‖W 1;q,r

ω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,r
ω (Ω)

)
(2.25)

with an Ar-consistent constant C = C(q, r, α, ε,Σ,Ar(ω)) independent of λ. We
may assume without loss of generality that supp ĝ ⊂ [0,∞) due to the relation

g(x′, xn) = (χ[0,∞)ĝ(ξ))
∨(x′, xn) + (χ(−∞,0]ĝ(ξ))

∨(x′, xn)

= (χ[0,∞)ĝ(ξ))
∨(x′, xn) + (χ[0,∞)ĝ(−ξ))∨(x′,−xn)

and due to the linearity of the problem (Rλ). For notational convenience, we intro-
duce the space

X = W 1;q,r
ω (Ω) ∩ Ŵ−1;q,r

ω (Ω)

=
(
W 1,q(R;Lr

ω(Σ)) ∩ Lq(R;W 1,r
ω (Σ))

)
∩

(
Ŵ−1,q(R;Lr

ω(Σ)) + Lq(R; Ŵ−1,r
ω (Σ))

)
.

As mentioned in §2.1 the operator family {∆j = F−1χ[2j ,2j+1)(ξ)F : j ∈ Z} is
an unconditional Schauder decomposition of RX , the image of X by the Riesz
projection R; hence g =

∑
j∈Z ∆jg in X . Moreover, for s ∈ R we define

Rs = F−1χ[s,∞)F .

Note that M(ξ) = M(2j) +
∫ ξ

2j M
′(τ) dτ for ξ ∈ [2j, 2j+1), j ∈ Z, and that

obviously (M(2j)∆̂jg)
∨ = M(2j)∆jg; furthermore,( ∫ ξ

2j

M ′(τ) dτ ∆̂jg(ξ)
)∨

=
( ∫ 2j+1

2j

M ′(τ)χ[2j ,ξ)(τ)∆̂jg(ξ) dτ
)∨

=
( ∫ 1

0

2jM ′(2j(1 + t))χ[2j ,ξ)(2
j(1 + t))χ[2j ,2j+1)(ξ)ĝ(ξ) dt

)∨
=

∫ 1

0

2jM ′(2j(1 + t))(R2j(1+t) −R2j+1)∆jg dt.

16



Thus we get (
M(ξ)ĝ(ξ)

)∨
=

( ∑
j∈Z

χ[2j ,2j+1)(ξ)M(ξ)∆̂jg
)∨

=
∑
j∈Z

(
(M(2j) +

∫ ξ

2j

M ′(τ) dτ) ∆̂jg
)∨

=
∑
j∈Z

M(2j)∆jg +
∑
j∈Z

∫ 1

0

2jM ′(2j(1 + t))Bj,t∆jg dt,

(2.26)

where Bj,t := R2j(1+t) −R2j+1 .
First let 2 < r <∞. To estimate the first term on the right-hand side of (2.26)

in the norm of Lq(R;Lr
ω(Σ)), note that for each j ∈ Z the operator M(2j) commutes

with ∆j and that {∆j : j ∈ Z} is a Schauder decomposition of RLq(R;Lr
ω(Σ)). Then,

by Lemma 2.8, for a.a. xn ∈ R and for any l, k ∈ Z there is some v(xn) ∈ Ls
ω(Rn−1)

depending on uj = M(2j)∆jg, j = l, . . . , k, such that (2.7), (2.8) are satisfied with
(uj)

k
j=l. Therefore, in view of (2.24), we get

∥∥∥ k∑
j=l

M(2j)∆jg
∥∥∥

Lq(R;Lr
ω(Σ))

≤ c
∥∥∥( k∑

j=l

‖M(2j)∆jg‖2
2;ωv(xn)

)1/2∥∥∥
q,R

≤ c
{∥∥∥( k∑

j=l

‖∆jg‖2
W 1,2

ωv(xn)
(Σ)

)1/2∥∥∥
q,R

+
∥∥∥( k∑

j=l

22j‖∆jg‖2
2,ωv(xn)

)1/2∥∥∥
q,R

+(|λ|+ 1)
∥∥∥( k∑

j=l

‖∆jg;L
2
m,ωv(xn) + L2

ωv(xn),1/2j‖2
0

)1/2∥∥∥
q,R

}
(2.27)

with c = c(q, r, α, ε,Σ,Ar(ω)) > 0 independent of l, k ∈ Z.
Now let us estimate each term on the right-hand side of (2.27). By (2.8) we get∥∥∥( k∑

j=l

‖∆jg‖2
W 1,2

ωv(xn)
(Σ)

)1/2∥∥∥
q,R

≤ c(q, r)
∥∥∥ k∑

j=l

∆jg
∥∥∥

Lq(R;W 1,r
ω (Σ))

; (2.28)

note that ∆j is an operator with respect to the variable xn. By analogy, exploiting
Lemma 2.5 (2),∥∥( ∑k

j=l 2
2j‖∆jg‖2

2,ωv(xn)

)1/2∥∥
q,R ≤ c(q, r)

∥∥∑k
j=l 2

j∆jg
∥∥

Lq(R;Lr
ω(Σ))

≤ c(q, r)
∥∥∑k

j=l ∆jg
∥∥

Ŵ 1,q(R;Lr
ω(Σ))

.
(2.29)

In order to get an estimate of the last term on the right-hand side of (2.27), let

k∑
j=l

∆jg = g0 + g1, g0 ∈ Lq(R; Ŵ−1,r
ω (Σ)), g1 ∈ Ŵ−1,q(R;Lr

ω(Σ)),

be any splitting of
∑k

j=l ∆jg. Due to the properties of ∆j we see that ∆jg = ∆jg0 +
∆jg1 for all j = l, . . . , k, and that, by Lemma 2.5 (1), ∆jg1 ∈ Lq(R;Lr

ω(Σ)) and
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consequently even ∆jg0 ∈ Lq(R; Ŵ−1,r
ω (Σ)∩Lr

ω(Σ)) = Lq(R;Lr
m,ω(Σ)). Furthermore,

by (2.7) and Hölder’s inequality it is easily proved that for a.a xn ∈ R

Lr
ω(Σ) ⊂ L2

ωv(xn)(Σ), ‖ϕ‖2,ωv(xn) ≤ ‖ϕ‖r,ω‖v(xn)‖1/2
s,ω ≤

√
2‖ϕ‖r,ω (2.30)

for all ϕ ∈ Lr
ω(Σ), and hence

Ŵ−1,r
ω (Σ) ⊂ Ŵ−1,2

ωv(xn)(Σ), ‖h‖−1,2,ωv(xn) ≤
√

2‖h‖−1,r,ω (2.31)

for all h ∈ Ŵ−1,r
ω (Σ). By the triangle inequality,∥∥∥( k∑

j=l

‖∆jg;L
2
m,ωv(xn) + L2

ωv(xn),1/2j‖2
0

)1/2∥∥∥
q,R

≤
∥∥∥( k∑

j=l

‖∆jg0‖2
−1,2,ωv(xn)

)1/2∥∥∥
q,R

+
∥∥∥( k∑

j=l

2−2j‖∆jg1‖2
2,ωv(xn)

)1/2∥∥∥
q,R

Then using the Hilbert space structure of Ŵ−1,2
ωv(xn)(Σ) and the properties of any

independent symmetric {−1, 1}-valued random variables (εj(·)) on (0, 1) as well as
(2.31), Kahane’s inequality (2.3), Fubini’s theorem and (2.1) we get that∥∥∥( k∑

j=l

‖∆jg0‖2
−1,2,ωv(xn)

)1/2∥∥∥
q,R

=
∥∥∥∥∥ k∑

j=l

εj(s)∆jg0

∥∥
L2(0,1;Ŵ−1,2

ωv(xn)
(Σ))

∥∥∥
q,R

≤
√

2
∥∥∥∥∥ k∑

j=l

εj(s)∆jg0

∥∥
L2(0,1;Ŵ−1,r

ω (Σ))

∥∥∥
q,R

≤ c(q, r)
∥∥∥∥∥ k∑

j=l

εj(s)∆jg0

∥∥
Lq(0,1;Ŵ−1,r

ω (Σ))

∥∥∥
q,R

≤ c(q, r)
∥∥∥ k∑

j=l

∆jg0

∥∥∥
Lq(R;Ŵ−1,r

ω (Σ))
.

Similarly, using (2.30) and (2.5), we get that∥∥( ∑k
j=l 2

−2j‖∆jg1‖2
2,ωv(xn)

)1/2∥∥
q,R ≤ c(q, r)

∥∥∑k
j=l 2

−j∆jg1

∥∥
Lq(R;Lr

ω(Σ))

≤ c(q, r)
∥∥∑k

j=l ∆jg1

∥∥
Ŵ−1,q(R;Lr

ω(Σ))
.

Then the uniform boundedness of {
∑k

j=l ∆j}l,k∈Z in L(Lq(R; Ŵ−1,r
ω (Σ))) and in

L(Ŵ−1,q(R;Lr
ω(Σ))) implies the estimate∥∥∥( k∑

j=l

‖∆jg;L
2
m,ωv(xn) + L2

ωv(xn),1/2j‖2
0

)1/2∥∥∥
q,R

≤ c
(∥∥∥ k∑

j=l

∆jg0

∥∥∥
Lq(R;Ŵ−1,r

ω (Σ))
+

∥∥∥ k∑
j=l

∆jg1

∥∥∥
Ŵ−1,q(R;Lr

ω(Σ))

)
≤ c

(
‖g0‖Lq(R;Ŵ−1,r

ω (Σ)) + ‖g1‖Ŵ−1,q(R;Lr
ω(Σ))

)
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with c = c(q, r) > 0 independent of l, k ∈ Z. Now (2.14) implies the estimate∥∥∥( k∑
j=l

‖∆jg;L
2
m,ωv(xn) + L2

ωv(xn),1/2j‖2
0

)1/2∥∥∥
q,R

≤ c(q, r)
∥∥∥ k∑

j=l

∆jg
∥∥∥

Ŵ−1;q,r
ω (Ω)

. (2.32)

Summarizing (2.27)-(2.29) and (2.32) we get that∥∥∑k
j=l M(2j)∆jg

∥∥
Lq(R;Lr

ω(Σ))

≤ c
(∥∥∑k

j=l ∆jg
∥∥

W 1;q,r
ω (Ω)

+ (|λ|+ 1)
∥∥∑k

j=l ∆jg
∥∥

Ŵ−1;q,r
ω (Ω)

) (2.33)

with c = c(q, r, α, ε,Σ,Ar(ω)) > 0 for all l, k ∈ Z and for all λ ∈ −α + Sε.
Since (∆j)j∈Z defines unconditional Schauder decompositions of RW 1;q,r

ω (Ω) and

of RŴ−1;q,r
ω (Ω), (2.33) implies that the series

∑
j∈ZM(2j)∆jg converges in

Lq(R;Lr
ω(Σ)) and∥∥∥∑

j∈Z

M(2j)∆jg
∥∥∥

Lq(R;Lr
ω(Σ))

≤ c
(
‖g‖W 1;q,r

ω (Ω) + (|λ|+ 1)‖g‖Ŵ−1;q,r
ω (Ω)

)
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0. This is the desired estimate of the first term on
the right-hand side of (2.26).

Next let us estimate the second term on the right-hand side of (2.26). Note that
the operator family

{Bj,t : j ∈ N, t ∈ (0, 1)} ⊂ L(Lq(R;Lr
ω(Σ)))

isR-bounded, cf. Lemma 2.5 (3). Moreover, for t ∈ (0, 1), the operator M ′(2j(1+t))
commutes with the operator Bj,t and the range of Bj,t is contained in the range of ∆j.
Hence it follows from (2.1), (2.2) that for any independent symmetric {−1, 1}-valued
random variables {εj(·)} on (0, 1)

∥∥∥ k∑
j=l

∫ 1

0

2jM ′(2j(1 + t))Bj,t∆jg dt
∥∥∥

Lq(R;Lr
ω(Σ))

≤
∫ 1

0

∥∥∥ k∑
j=l

2j(1 + t)Bj,tM
′(2j(1 + t))∆jg

∥∥∥
Lq(R;Lr

ω(Σ))
dt

≤ c∆

∫ 1

0

∥∥∥ k∑
j=l

εjBj,t2
j(1 + t)M ′(2j(1 + t))∆jg

∥∥∥
Lq(0,1;Lq(R;Lr

ω(Σ)))
dt

≤ c

∫ 1

0

∥∥∥ k∑
j=l

εj2
j(1 + t)M ′(2j(1 + t))∆jg

∥∥∥
Lq(0,1;Lq(R;Lr

ω(Σ)))
dt

≤ c

∫ 1

0

∥∥∥ k∑
j=l

2j(1 + t)M ′(2j(1 + t))∆jg
∥∥∥

Lq(R;Lr
ω(Σ))

dt.

(2.34)

By Lemma 2.8 (2.7) holds with uj = uj(t) := 2j(1 + t)M ′(2j(1 + t))∆jg and with
corresponding functions v = v(·, xn, t) ∈ Ls

ω(Rn−1) for (xn, t) ∈ R × (0, 1), where v
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is Lebesgue measurable w.r.t. (x′, xn, t) ∈ Rn × (0, 1) by Lemma 2.7, see the proof
of Lemma 2.8. Therefore, using (2.24) we get that

the r.h.s. of (2.34)

≤ c

∫ 1

0

∥∥∥( k∑
j=l

∥∥2j(1 + t)M ′(2j(1 + t))∆jg(·, xn)
∥∥2

2,ωv(·,xn,t)

)1/2∥∥∥
q,R
dt

≤ c
( ∫ 1

0

∥∥∥{ k∑
j=l

[
‖∆jg‖2

W 1,2
ωv(·,xn,t)

(Σ)
+ 22j(1 + t)2‖∆jg‖2

2,ωv(·,xn,t)

+|λ+ 1|2 ‖∆jg;L
2
m,ωv(·,xn,t) + L2

ωv(·,xn,t),2−j(1+t)−1‖2
0

]}1/2∥∥∥
q,R
dt

)
≤ c

( ∫ 1

0

∥∥∥( k∑
j=l

‖∆jg‖2
W 1,2

ωv(·,xn,t)
(Σ)

)1/2∥∥∥
q,R

+
∥∥∥( k∑

j=l

22j‖∆jg‖2
2,ωv(·,xn,t)

)1/2∥∥∥
q,R

+|λ+ 1|
∥∥∥( k∑

j=l

‖∆jg;L
2
m,ωv(·,xn,t) + L2

ωv(·,xn,t),2−j‖2
0

)1/2∥∥∥
q,R
dt

)
,

where c = c(q, r, α, ε,Σ,Ar(ω)). Thus, by the same argument leading from (2.27)
to (2.33) we get the estimate

∥∥∥ k∑
j=l

∫ 1

0

2jM ′(2j(1 + t))Bj,t∆jg dt
∥∥∥

Lq(R;Lr
ω(Σ))

≤ c
(∥∥∥ k∑

j=l

∆jg
∥∥∥

W 1;q,r
ω (Ω)

+ (|λ|+ 1)
∥∥∥ k∑

j=l

∆jg
∥∥∥

Ŵ−1;q,r
ω (Ω)

)
with c = c(q, r, α, ε,Σ,Ar(ω)) > 0. Summarizing, we proved in the case r > 2 the
existence of a solution to (Rλ) satisfying the estimate (2.20).

In the case r = 2 the same proof as before, but with v ≡ 1, may be used.
The uniqueness of solution is obvious from the uniqueness result for f 6= 0, g = 0,

see [18]. Now the proof of the theorem is complete.

3 Cylindrical Domains with Several Exits to Infinity: Proof
of the Main Results

In this section Ω ⊂ Rn is the cylindrical domain Ω =
⋃m

i=0 Ωi of C1,1-class where
Ω0 is a bounded domain of class C1,1 and Ωi, i = 1, . . . ,m, are disjoint semi-infinite
straight cylinders; that is, in possibly different coordinates,

Ωi = {xi ∈ Rn : xi
n > 0, (xi

1, . . . , x
i
n−1) ∈ Σi},

where Σi ⊂ Rn−1 is bounded, and Ωi ∩ Ωj = ∅ for i 6= j. Let ᾱ = min{α(i) : i =
0, . . . ,m} where α(0) > 0 and α(i) > 0, i = 1, . . . ,m, are the smallest eigenvalues of
the Dirichlet Laplacians in Ω0 and in Σi, i = 1, . . . ,m, respectively.
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For fixed λ ∈ C \ (−∞,−ᾱ] let us define the operator Sq,λ by

D(Sq,λ) =
(
W 2,q(Ω)n ∩W 1,q

0 (Ω)n ∩ Lq
σ(Ω)

)
× Ŵ 1,q(Ω),

Sq,λ(u, p) = λu−∆u+∇p.

Obviously the range R(Sq,λ) of Sq,λ is contained in Lq(Ω)n.

Lemma 3.1 Let 2 ≤ q <∞, ε ∈ (π/2, π) and λ ∈ −α+ Σε, where α ∈ (0, ᾱ).

(i) If (u, p) ∈
(
W 2,q(Ω)n ∩W 1,q

0 (Ω)n
)
× Ŵ 1,q(Ω) is a solution to the resolvent

problem (1.2) with f ∈ Lq(Ω)n, then (u, p) satisfies the estimate

‖(λ+ α)u,∇2u,∇p‖Lq(Ω)

≤ C
(
‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + (|λ|+ 1)‖u‖(W 1,q′ (Ω0))∗

)
,

(3.1)

with a constant C = C(q, α, ε,Ω0,Σ
1, . . . ,Σm) > 0 independent of λ ∈ −α + Σε;

here q′ = q/(q − 1).
(ii) The operator Sq,λ is injective.
(iii) The range R(Sq,λ) of Sq,λ is dense in Lq(Ω)n.

Proof: The proof uses a cut-off technique and, in principle, follows the same ar-
gument as in the proof of Lemma 4.1 of [20]. Without loss of generality we may
assume that there exist cut-off functions {ϕi}m

i=0 such that∑m
i=0 ϕi(x) = 1, 0 ≤ ϕi(x) ≤ 1 for x ∈ Ω,

ϕi ∈ C∞(Ω̄i), dist (suppϕi, ∂Ωi ∩ Ω) ≥ δ > 0, i = 0, . . . ,m,
(3.2)

where ’dist’ means the distance. For i = 1, . . . ,m let Ω̃i be the infinite straight
cylinder extending the semi-infinite cylinder Ωi, and denote the zero extension of v
to Ω̃i by ṽ. Then {ϕ0u, ϕ0p} on Ω0 satisfies

λ(ϕ0u)−∆(ϕ0u) +∇(ϕ0p) = f 0 in Ω0

(Rλ)0 div (ϕ0u) = g0 in Ω0

ϕ0u = 0 on ∂Ω0,

and {ϕ̃iu, ϕ̃ip} on Ω̃i, i = 1, . . . ,m, satisfy

λ(ϕ̃iu)−∆(ϕ̃iu) +∇(ϕ̃ip) = f̃ i in Ω̃i

(Rλ)i div (ϕ̃iu) = g̃i in Ω̃i

ϕ̃iu = 0 on ∂Ω̃i,

where

f i := ϕif + (∇ϕi)p− (∆ϕi)u− 2∇ϕi · ∇u, gi := ∇ϕi · u, i = 0, . . . ,m.
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Note that supp gi ⊂ Ω0 and
∫

Ω0
gi dx = 0 for i = 0, . . . ,m. Therefore,∫

Ω0

g0ψ dx =

∫
Ω0

u · (ψ∇ϕ0) dx for all ψ ∈ C∞(Ω0)

where ψ = ψ − 1
|Ω0|

∫
Ω0
ψ dx. Hence, using Poincaré’s inequality, we get that g0 ∈

Ŵ−1,q(Ω0) and

‖g0‖Ŵ−1,q(Ω0) ≤ c(Ω0)‖∇2ϕ0,∇ϕ0‖L∞(Ω0)‖u‖(W 1,q′ (Ω0))∗ .

In the same way it follows that g̃i ∈ Ŵ−1,q(Ω̃i) and

‖g̃i‖Ŵ−1,q(Ω̃i)
≤ c‖u‖(W 1,q′ (Ω0))∗ for i = 1, . . . ,m.

Therefore, by [20], Theorem 1.2, for all λ ∈ −α+ Σε

‖(λ+ α)(ϕ0u),∇2(ϕ0u),∇(ϕ0p)‖Lq(Ω0)

≤ c
(
‖f 0,∇g0, g0‖Lq(Ω0) + |λ|‖g0‖Ŵ−1,q(Ω0)

)
≤ c

(
‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + |λ|‖u‖(W 1,q′ (Ω0))∗

) (3.3)

with c = c(q, α, ε,Ω0) > 0. Furthermore, by Theorem 2.10, for i = 1, . . . ,m

‖(λ+ α)(ϕiu),∇2(ϕiu),∇(ϕip)‖Lq(Ωi)

= ‖(λ+ α)(ϕ̃iu),∇2(ϕ̃iu),∇(ϕ̃ip)‖Lq(Ω̃i)

≤ c
(
‖f̃ i,∇g̃i, g̃i‖Lq(Ω̃i)

+ (|λ|+ 1)‖g̃i‖Ŵ−1,q(Ω̃i)

)
≤ c

(
‖f‖Lq(Ω) + ‖∇u, u, p‖Lq(Ω0) + (|λ|+ 1)‖u‖(W 1,q′ (Ω0))∗

)
,

(3.4)

with c = c(q, α, ε,Σi) > 0. Finally, summing (3.3) and (3.4) for i = 1, . . . ,m, we get
the estimate (3.1) for u =

∑m
i=0 ϕiu and p =

∑m
i=0 ϕip. Thus (i) is proved.

To prove the injectivity of Sq,λ let Sq,λ(u, p) = 0 with (u, p) ∈ D(Sq,λ). If q = 2,
one directly gets (u,∇p) = 0 by testing with u.

Let 2 < q <∞. Looking at (Rλ)0 and (Rλ)i, i = 1, . . . ,m, it is obvious that f 0 ∈
L2(Ω0), g

0 ∈ W 1,2(Ω0)∩Ŵ−1,2(Ω0) and f̃ i ∈ L2(Ω̃i), g̃
i ∈ W 1,2(Ω̃i)∩Ŵ−1,2(Ω̃i); note

that f = 0 and that f i, gi, i = 0, . . . ,m are compactly supported in Ω0. Therefore,
by [20], Theorem 1.2 and [19], Theorem 2.1, we get that

(ϕiu, ϕip) ∈
(
W 2,2(Ωi)

n ∩W 1,2
0 (Ωi)

n
)
× Ŵ 1,2(Ωi), i = 0, . . . ,m.

Thus (u, p) ∈ D(S2,λ) yielding (u, p) = 0.
Next let us show that R(Sq,λ) is dense in Lq(Ω)n. By the lemma of Lax-Milgram

and regularity theory of the Stokes system we conclude that R(S2,λ) = L2(Ω)n. For
q > 2 and f ∈ C∞

0 (Ω)n which is dense in Lq(Ω)n, there is (u, p) ∈ D(S2,λ) such that
S2,λ(u, p) = f . Looking at (Rλ)0 and (Rλ)i and using regularity results for Stokes
resolvent systems on bounded domains and on infinite cylinders (Theorem 2.10),
one can see that

(ϕiu, ϕip) ∈
(
W 2;q̃,r

ω (Ω̃i)
n ∩W 1;q̃,r

0,ω (Ω̃i)
n
)
× Ŵ 1;q̃,r

ω (Ωi), i = 1, . . . ,m,
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with ω ≡ 1 for all q̃ ∈ (1,∞), r ∈ [2,∞), in particular,

(ϕiu, ϕip) ∈
(
W 2,q(Ωi)

n ∩W 1,q
0 (Ωi)

n
)
× Ŵ 1,q(Ωi), i = 0, . . . ,m,

yielding the denseness of R(Sq,λ) in Lq(Ω)n

The proof of this lemma is complete.

Now we can prove the main theorem of this paper.

Proof of Theorem 1.1: First let 2 ≤ q <∞. Let us prove the a priori estimate
(1.3) which will imply by Lemma 3.1 that the operator Sq,λ is an isomorphism from
D(Sq,λ) to Lq(Ω)n. Instead of proving (1.3) we shall show a slightly stronger estimate

‖(λ+ β)u,∇2u,∇p‖Lq(Ω) ≤ C‖f‖Lq(Ω) ∀λ ∈ −α+ Σε (3.5)

with a constant C = C(q, α, ε,Ω) independent of λ where β = 1
2
(α + ᾱ); note that

|λ+ α| ≤ c(ε, α)|λ+ β| for all λ ∈ −α+ Σε.
Assume that (3.5) does not hold. Then there are sequences {λj} ⊂ −α + Σε,

{(uj, pj)} ⊂ D(Sq,λj
) such that

‖(λj + β)uj,∇2uj,∇pj‖Lq(Ω) = 1, ‖fj‖Lq(Ω) → 0 as j →∞, (3.6)

where fj = Sq,λj
(uj, pj). Without loss of generality we may assume that

(λj + β)uj ⇀ v, ∇2uj ⇀ ∇2u, ∇pj ⇀ ∇p as j →∞ (3.7)

with some v ∈ Lq(Ω), u ∈ Ŵ 2,q(Ω) and p ∈ Ŵ 1,q(Ω). Moreover, we may assume∫
Ω0
pj dx = 0,

∫
Ω0
p dx = 0 and that λj → λ ∈ {−α+ S̄ε} ∪ {∞}.

(i) Let λj → λ ∈ −α+ S̄ε.
Note that λ + β 6= 0. Then by (3.7) v = (λ + β)u, uj ⇀ u in W 2,q(Ω) and

u ∈ D(Sq,λ). It follows from (1.2), (3.6) that Sq,λ(u, p) = 0 yielding (u, p) = 0 by
Lemma 3.1 (ii). On the other hand, we have the strong convergences

uj → 0 in W 1,q(Ω0), pj → 0 in Lq(Ω0), (|λj|+ 1)uj → 0 in (W 1,q′(Ω0))
∗ (3.8)

due to the compact embeddings W 2,q(Ω0) ⊂⊂ W 1,q(Ω0) ⊂⊂ Lq(Ω0) ⊂⊂
(W 1,q′(Ω0))

∗, Poincaré’s inequality on Ω0 and (3.7). Thus Lemma 3.1 (i) together
with (3.6) yields the contradiction 1 ≤ 0.

(ii) Let |λj| → ∞. Then, besides (3.7), we conclude that ∇2u = 0, and conse-
quently v+∇p = 0 where v ∈ Lq

σ(Ω). Note that this is the Lq-Helmholtz decompo-
sition of the null vector field on Ω. Therefore, v = 0, ∇p = 0. Again we get (3.8)
and finally the contradiction 1 ≤ 0.

Thus (3.5) holds true proving existence of a unique solution to (Rλ) in the case
2 ≤ q <∞.

The case 1 < q < 2 can be proved by a duality argument. As is well known,
(1.2) is equivalent to

(λ+ Aq)u = Pqf
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with the Stokes operator Aq and the Helmholtz decomposition Pq of Lq(Ω). More-
over, if 0 ∈ ρ(Aq), then the resolvent estimate of type (1.1) implies by the open
mapping theorem the estimate (1.3) as well as the uniqueness and existence of a
solution to (Rλ). If we show

A∗
q = Aq′ , (3.9)

where A∗
q is the dual of Aq in Lq

σ(Ω), then −α+Σε ⊂ ρ(−Aq′) and the estimate (1.1)
for 2 < q′ < ∞ yield, by well-known theory on resolvents, that −α + Σε ⊂ ρ(−Aq)
and the estimate (1.1) for 1 < q < 2.

Since P ∗
q = Pq′ , it is easily seen that Aq′ ⊂ A∗

q. Let v ∈ D(A∗
q) and let w ∈ D(Aq′)

satisfy Aq′w = A∗
qv; note that 0 ∈ ρ(Aq′) due to the result already proved for q′ > 2.

Then for all u ∈ D(Aq)

(Aqu, v)Lq ,Lq′ = (u,A∗
qv)Lq ,Lq′ = (u,Aq′w)Lq ,Lq′ = (Aqu,w)Lq ,Lq′ .

Since R(Aq) is dense in Lq
σ(Ω) – for an argument see the last paragraph of the proof

of Lemma 3.1 –, we conclude that v = w ∈ D(Aq′), and (3.9) is proved.
Finally, (1.4) follows from (1.1) by the well-known theory of analytic semigroups.

In [5] it is proved that the shifted Stokes operator c + Aq with some c > 0 on
Lq

σ(G) admits a bounded H∞-calculus provided the domain G ⊂ Rn, n ≥ 2, satisfies
the following assumptions (A1)-(A3):

(A1) There is a finite covering of Ḡ with relatively open sets Uj, j = 1, . . . , l,
such that Uj coincides (after rotation) with a relatively open set of Rn

γj
, where

Rn
γj

:= {(x1, x̃) ∈ Rn : x1 > γj(x̃)}, γj ∈ C1,1, j = 1, . . . , l. Moreover, suppose that

there are cut-off functions ϕj, ψj ∈ C∞
b (Ḡ), j = 1, . . . , l, such that {ϕj} is a partition

of unity subordinated to {Uj}l
j=1, ψj ≡ 1 on suppϕj and suppψj ⊂ Uj, j = 1, . . . , l;

here C∞
b (Ḡ) means the space of all infinitely differentiable and bounded functions

on Ḡ.
(A2) The Helmholtz decomposition is valid for Lr(G)n with r = q and r = q′, i.e.,

for every f ∈ Lr(G)n there is a unique decomposition f = f0 +∇p with f0 ∈ Lr
σ(G)

and p ∈ Ŵ 1,r(G). Moreover,

Lq
σ(G) = {f ∈ Lq(G)n : div f = 0, f ·N |∂G = 0}. (3.10)

(A3) For every p ∈ Ŵ 1,r(G), r = q, q′, there is a decomposition p = p1 + p2

such that p1 ∈ W 1,r(G), p2 ∈ Lr
loc(G) with ∇p2 ∈ W 1,r(G) and ‖p1,∇p2‖W 1,r(G) ≤

C‖∇p‖r.

It is easily seen that the domain Ω satisfies the assumption (A1). Furthermore
the Helmholtz decomposition of Lq(Ω)n was proved in [7], Theorem 4(c). Through
the following lemmata we shall see that the remaining assumptions are satisfied as
well.

Lemma 3.2 The set C∞
0 (Ω̄) is dense in Ŵ 1,q(Ω) for 1 < q <∞.
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Proof: Fix u ∈ Ŵ 1,q(Ω). Using the same notation as in the proof of Lemma 3.1 and
the cut-off functions ϕj, j = 0, . . . ,m, see (3.2), we have u =

∑m
j=0 ϕju. Without

loss of generality assume that
∫

Ω0
u dx = 0. Thus, by Poincaré’s inequality on the

bounded domain Ω0,

ϕ0u ∈ W 1,q(Ω0) and ϕju ∈ Ŵ 1,q(Ωj), ϕ̃ju ∈ Ŵ 1,q(Ω̃j), j = 1, . . . ,m.

Then there are sequences {v(0)
k } ⊂ C∞

0 (Ω̄0), {v(j)
k } ⊂ C∞

0 (Ω̃j), j = 1, . . . ,m, such
that

‖v(0)
k − ϕ0u‖W 1,q(Ω0) → 0, ‖v(j)

k − ϕ̃ju‖Ŵ 1,q(Ω̃j)
→ 0 (3.11)

as k →∞ due to the denseness of C∞
0 (Ω̄0) in W 1,q(Ω0) and Lemma 2.9 (2). Let

Ωδ
j := {x ∈ Ωj : dist (x,Ω ∩ ∂Ωj) ≥ δ} for j = 0, . . . ,m.

Note that
suppϕju ⊂ Ωδ

j , j = 0, . . . ,m, (3.12)

due to the construction of {ϕj}m
j=0. Without loss of generality we may assume that∫

Ωj\Ωδ
j

v
(j)
k dx = 0 for j = 1, . . . ,m. (3.13)

Let us choose functions η0 ∈ C∞
0 (Ω̄) and ηj ∈ C∞

0 (Ω̃j), j = 1, . . . ,m such that

η0(x) ≡ 1 for x ∈ Ωδ
0 and η0(x) ≡ 0 for x ∈ Ω \ Ω

δ/2
0 ,

ηj(x) ≡ 1, x ∈ Ωδ
j , and ηj(x) ≡ 0, x ∈ Ω̃j \ Ωj, j = 1, . . . ,m.

(3.14)

For k ∈ N let w
(0)
k = η0v

(0)
k and let w

(j)
k be the zero extension of ηjv

(j)
k onto Ω.

Now let wk :=
∑m

j=0w
(j)
k . Obviously wk ∈ C∞

0 (Ω̄), k ∈ N, and

‖∇(u− wk)‖Lq(Ω) ≤
m∑

j=0

‖∇(ϕju− w
(j)
k )‖Lq(Ω). (3.15)

Due to (3.12) and (3.14) we get for each j = 0, . . . ,m that

‖∇(ϕju− w
(j)
k )‖Lq(Ω) ≤ ‖∇(ϕju− v

(j)
k )‖Lq(Ωδ

j ) + ‖∇(ηjv
(j)
k )‖Lq(Ωj\Ωδ

j )

≤ ‖∇(ϕju− v
(j)
k )‖Lq(Ωδ

j ) + cj‖v(j)
k ,∇v(j)

k ‖Lq(Ωj\Ωδ
j ).

(3.16)

Note that for j = 1, . . . ,m, using (3.13) and Poincaré’s inequality, ‖v(j)
k ‖Lq(Ωj\Ωδ

j ) ≤
c(q,Ω0)‖∇v(j)

k ‖Lq(Ωj\Ωδ
j ). Therefore, by (3.11), (3.12) the right-hand side of (3.16) for

j = 0, . . . ,m tends to 0 as k →∞, and so does the right-hand side of (3.15).
The proof of the lemma is complete.

Corollary 3.3 For the domain Ω the assertion (3.10) holds.
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Proof: Obviously,

Lq
σ(Ω) ⊂ {f ∈ Lq(Ω)n : div f = 0, f ·N |∂Ω = 0}.

Since the right-hand side of (3.10) is ’orthogonal’ to {∇h : h ∈ C∞
0 (Ω̄)}, the same

result holds for {∇h : h ∈ Ŵ 1,q′(Ω)} by Lemma 3.2. Therefore, [25], Ch. III,
Lemma 2.1, accomplishes the proof.

Lemma 3.4 The assumption (A3) is satisfied for the domain Ω.

Proof: First consider the case of Ω being an infinite straight cylinder Σ × R with
Σ ⊂ Rn−1, a bounded domain of C1,1-class. For p ∈ Ŵ 1,q(Ω) let p0(x

′, xn) ≡
p0(xn) := 1

|Σ|

∫
Σ
p(x′, xn) dx′ and p̃ := p− p0. Then it follows that

p0 ∈ Ŵ 1,q(Σ× R), ‖p0‖Ŵ 1,q(Σ×R) ≤ c(Σ, q)‖p‖Ŵ 1,q(Σ×R),

p̃ ∈ W 1,q(Σ× R), ‖p̃‖W 1,q(Σ×R) ≤ c(Σ, q)‖p‖Ŵ 1,q(Σ×R);
(3.17)

here we used Poincaré’s inequality for p̃(·, xn) on Σ. On the other hand the whole
space Rk, k ∈ N, was proved to satisfy assumption (A3), see [4], Remark 2.7. There-
fore, as a function on R, p0 is decomposed by

p0 = p01 + p02, ‖p01, ∂1p02‖W 1,q(R) ≤ c‖p0‖Ŵ 1,q(R).

Then p1 := p̃+ p01, p2 := p02 satisfy assumption (A3) due to (3.17).
Next let Ω be the general unbounded cylinder introduced in the beginning of

this section. We use the same notation for {ϕj}m
j=0,Ωj, Ω̃j and Ωδ

j as in the proof of

Lemma 3.2. Fix p ∈ Ŵ 1,q(Ω) and write it in the form p =
∑m

j=0 ϕjp. Without loss

of generality we assume that
∫

Ω0
p dx = 0; therefore, by Poincaré’s inequality

‖p‖W 1,q(Ω0) ≤ c‖p‖Ŵ 1,q(Ω). (3.18)

By the fact already proved for infinite straight cylinders, we have for j = 1, . . . ,m,
a decomposition ϕ̃jp = pj1 + pj2 such that pj1,∇pj2 ∈ W 1,q(Ω̃j) and

‖pj1,∇pj2‖W 1,q(Ωj) ≤ ‖pj1,∇pj2‖W 1,q(Ω̃j)
≤ c‖ϕ̃jp‖Ŵ 1,q(Ω̃j)

≤ c‖p‖Ŵ 1,q(Ω); (3.19)

here we used
∫

Ω0
p dx = 0. Now define the functions η ∈ C∞(Ω) by

η(x) =

{
1, x ∈ Ω2δ

j , j = 1, . . . ,m

0, x ∈ Ω \
⋃m

j=1 Ωδ
j ,

with δ > 0 as in (3.2), and wi, i = 1, 2, on Ω by

wi(x) =

{
pji(x), x ∈ Ωj, j = 1, . . . ,m

0, otherwise.
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Then we get the decomposition

p = p1 + p2 with p1 = ψp+ ηw1, p2 = ηw2, (3.20)

where ψ = (1 − η)
∑m

j=1 ϕj + ϕ0; note that ψ ∈ C∞(Ω) and suppψ ∈ Ω̄0. Hence,

in view of (3.18), ψp ∈ W 1,q(Ω) and ‖ψp‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). Moreover, ηw1 ∈
W 1,q(Ω) and, due to (3.19), ‖ηw1‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). Thus we conclude that

p1 ∈ W 1,q(Ω), ‖p1‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω). (3.21)

On the other hand, we have ∇p2 = ∇(ηw2) = η∇w2 + w2∇η and, due to (3.19),

‖η∇w2‖W 1,q(Ω) = ‖η∇w2‖W 1,q(∪m
j=1Ωδ

j ) ≤ c

m∑
j=1

‖∇pj2‖W 1,q(Ωδ
j ) ≤ c‖p‖Ŵ 1,q(Ω);

moreover, supp∇η ⊂
⋃m

j=1

(
Ωδ

j \ Ω2δ
j

)
⊂ Ω0 and obviously w2 = p − ϕ0p − w1 ∈

W 1,q
( ⋃m

j=1

(
Ωδ

j \ Ω2δ
j

))
implying that

‖w2∇η‖W 1,q(Ω) ≤ c
m∑

j=1

‖p, pj1‖W 1,q(Ωδ
j\Ω2δ

j ) ≤ c‖p‖Ŵ 1,q(Ω),

due to (3.19). Therefore we get that

∇p2 ∈ W 1,q(Ω), ‖∇p2‖W 1,q(Ω) ≤ c‖p‖Ŵ 1,q(Ω),

which together with (3.20), (3.21) completes the proof of this lemma.

Now we can prove Theorem 1.2.

Proof of Theorem 1.2: By Theorem 1.1 the spectral angle ωAq of Aq is 0. Fix
θ ∈ (0, π) arbitrarily. We must show that there is a constant C > 0 depending on θ
such that for all h ∈ H∞(Σθ) the operator

h(Aq) =

∫
Γ

h(λ)(λ− Aq)
−1 dλ ∈ L(Lq

σ(Ω))

satisfies the estimate
‖h(Aq)‖L(Lq

σ(Ω)) ≤ Cθ‖h‖∞, (3.22)

where Γ is the oriented boundary of the sector Σθ′ for any fixed θ′ ∈ (0, θ).
Since the domain Ω has been shown to satisfy the assumptions (A1)-(A3), by

[5], Theorem 1.3, there are constant R = R(q, θ) > 0 and C = C(q, θ) > 0 such that∥∥∥∥∫
ΓR,∞

h(λ)(λ− Aq)
−1 dλ

∥∥∥∥
L(Lq

σ(Ω))

≤ C‖h‖∞,

where ΓR,∞ = {λ ∈ Γ : |λ| > R}. On the other hand, due to Theorem 1.1, we get∥∥∥∥∫
Γ\ΓR,∞

h(λ)(λ− Aq)
−1 dλ

∥∥∥∥
L(Lq

σ(Ω))

≤ Cq,θ‖h‖∞.

27



Thus we proved (3.22).
Maximal regularity of Aq in Lq

σ(Ω) follows directly, since Aq admits a bounded
H∞(Σθ)-calculus for θ ∈ (0, π/2) and Lq

σ(Ω) is a UMD space, see Introduction.
Now the proof is complete.
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