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Abstract.—We formulate and analyze a characteristics finite element approximation of
a class of flows in viscoelastic fluids described by the Phan-Thien-Tanner model. Com-
pared to the classical Oldroyd model, the considered model presents further difficulties
due to the presence of nonlinear terms of exponential type in the constitutive equation.
In this paper, we propose a characteristics-based method to treat the transport part of
the equations. The stress, velocity and pressure approximations are P1 discontinuous,
P2 continuous and P1 continuous finite element, respectively. By assuming that the
continuous problem admits a sufficiently smooth and sufficiently small solution, and
using a fixed point method, we show existence of solution to the approximate problem.
We also give an error bound for the numerical solution.

Keywords: Numerical Analysis; Finite element method; Viscoelastic fluids; Charac-
teristics method.

1 Introduction

Viscoelastic fluid flows are a subject of very intensive research activities since they in-
clude a wide variety of difficulties that typically arise in the numerical approximation of
partial differential equations describing and consequently, determining their dynamics.
The set of governing equations differ from one to another by the constitutive equation
that closes the system. In this paper, a Phan-Thien-Tanner (PTT) model [1] is selected
for being more physically realistic than the Oldroyd-B model extensively studied in lit-
erature, see for example [5, 3] and further references are cited therein. The PTT model
inherits the main difficulties from the Oldroyd-B equations due to the convection part.
Moreover, the major numerical difficulty in PTT model lies in the presence of nonlinear
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stress function in the constitutive equation. In our work, we consider a PTT model
with nonlinear term of exponential form.
During the last decade, many numerical methods have been introduced and exper-
imented for finite element approximation of viscoelastic fluid flows, compare among
others, [15, 14, 17, 18, 12, 16]. Simulation of viscoelastic fluid flows is still a consider-
able task in case of convection dominated problems; particularly when the Weissenberg
number goes close to the limit, see [11] for more details. Therefore, one important as-
pect which must be considered when approximating numerical solution to viscoelastic
flows is the treatment of convection part in the governing equations. In many cases,
convection terms are source of instabilities and order deterioration for instance, in up-
wind discontinuous finite element, streamline upwinding, or Petrov-Galerkin methods,
we refer the reader to [12, 15] for more discussions.
The characteristics methods, on the other hand, make use of the hyperbolic nature
of the governing equations. They combine the fixed Eulerian mesh with a particle
tracking along the characteristic curves. These methods have been successfully applied
to approximate convection-dominated flows [9]. The method characteristics has been
also used for stationary problems as those studied in [6]. In order to avoid the above
mentioned difficulties in viscoelastic flows, authors in [3] analyzed the characteristics
method. However, the analysis they used can only be applied to the special Oldroyd-B
model. In this paper we adapt the same ideas to the PTT model by incorporation
of a pseudo-time derivative of stress variable and discretization of the constitutive
equation along the characteristic trajectories using a backward time integration. It
is a promising technique when PTT model is to be solved in conjunction with the
time-dependent equations.
Although there is much work on the error analysis for finite element approximations
to both steady and evolutionary viscoelastic problems, error estimates of numerical
methods for the PTT model have not been investigated as much. Our aim in this work
is to provide a numerical analysis of finite element approximation of a viscoelastic fluid
flow obeying the PTT model. The central assumptions for carrying this analysis out
are: (i) the continuous problem admits a sufficiently smooth and sufficiently small
solution (ii) the approximate stress, velocity and pressure are P1 discontinuous, P2

continuous and P1 continuous finite element, respectively. Using Brouwer fixed point

theorem we shall prove that the error is O
(

h2

√
k

+ k

)
.

2 The PTT problem and its finite element approx-

imation

Modeling viscoelastic incompressible flows requires a constitutive equation for stress,
conservation of mass and transport of momentum. The PTT model we consider in this
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paper for steady-state and creeping flows consists of the following non-dimensional set
of governing equations,

(O)


F (σ)σ + λ(u · ∇)σ + λga(σ,∇u)− 2αd(u) = 0, in Ω,

−∇ · σ − 2(1− α)∇ · d(u) +∇p = f, in Ω,

∇ · u = 0, in Ω,

u = 0, on Γ,

where

F (σ) = exp

(
ε
λ

α
tr(σ)

)
, tr(σ) =

∑
i

σii,

ga(σ,∇u) =
1− a

2

(
σ∇u +∇uT σ

)
− 1 + a

2

(
∇uσ + σ∇uT

)
, −1 ≤ a ≤ 1,

d(u) =
1

2

(
∇u + (∇u)T

)
,

with σ is the extra-stress tensor, u is the velocity field, p is the pressure, λ (λ > 0) is
the Weissenberg number, α (0 < α < 1) is the viscosity coefficient, d(u) is the rate of
deformation tensor, ga(·, ·) is a bilinear application and ε (ε small) is a dimensionless
material parameter. Here ∇ is the gradient operator and superscript T denotes matrix
transpose. The set of governing equations (O) is defined in a bounded domain Ω ⊂ IR2

with Lipschitz continuous boundary Γ. Note that for a = −1 (or a = 1) in ga, the
above equations lead to the well known upper convected (or lower convected) Maxwell
models. Furthermore, by setting ε = 0 in F (σ) we recover the standard Oldroyd-B
model.
Throughout this paper we shall use the following notations: (·, ·) and | · | denote,
respectively, the scalar product and the norm of L2(Ω)−space; | · |s,p and ‖ · ‖s,p

denote, respectively, the usual semi-norm and norm on the Sobolev space (W s,p(Ω))n,
s ∈ [0,∞[, p ∈ [1,∞[. We define the following spaces,

T =
{
τ = (τij); τij = τji; τij ∈ L2(Ω); 1 ≤ i, j ≤ 2

}
,

X = H1
0 (Ω) =

{
v ∈ H1(Ω)2; v |Γ= 0

}
,

Q = L2
0(Ω) =

{
q ∈ L2(Ω);

∫
Ω

q = 0

}
.

The spatial domain Ω is supposed to be polygonal equipped with a regular family of

triangulation Th made of triangles, Ω̄ =
⋃

K∈Th

K, and there exists ν0 and ν1 such that

hν0 ≤ hK ≤ ν1ρK ,
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where hK is the diameter of K, ρK is the diameter of the greatest ball included in K,
h = max

K∈Th

hK and hmax denotes the diameter of Ω. Next, we define the associated norm

| · |pm,p,h=


∑

K∈Th

| · |pm,p,K , if p < +∞,

max
K∈Th

| · |pm,∞,K , else.

Let Pr(K) denote the space of polynomials of degree less or equal to r on K ∈ Th. For
the approximation of (u, p) we use the Hood-Taylor finite element spaces given by

Xh =
{
v ∈ X; v |K∈ P2(K)2, ∀K ∈ Th

}
,

Qh =
{
q ∈ Q ∩ C0(Ω̄); q |K∈ P1(K), ∀K ∈ Th

}
,

Vh = {v ∈ Xh; (q,∇ · v) = 0, ∀q ∈ Qh} .

It is known that the pair (Xh, Qh) satisfies the following inf sup condition from [7],
there exists β > 0 independent of h such that

inf
q∈Qh

sup
v∈Xh

(q,∇ · v)

| q || d(v) |
≥ β > 0. (2.1)

The stress tensor σ is approximated by P1 discontinuous finite elements space

Th = {τ ∈ T ; τ |K∈ P1(K)4, ∀K ∈ Th}.

In the sequel, we shall use the following inverse inequalities (see for example [8, 7]):

Lemma 2.1 Let m = 0, 1 and 1 ≤ p, q ≤ +∞, there exist positive constants C1 and
C2 independent of h such that for all v ∈ Pr(K) we have

| v |m,q,K ≤ C1h
2/q−2/p
K | v |m,p,K , (2.2)

| v |1,q,K ≤ C2h
2/q−2/p−1
K | v |0,p,K . (2.3)

If we set Wh = {v ∈ H1(Ω), v |K∈ Pr(K), ∀K ∈ Th}, then we have the next result:

Lemma 2.2 Let m = 0, 1 and 1 ≤ p, q ≤ +∞. We assume that Th is uniformly
regular. Then, there exist positive constants C1 and C2 independent of Th such that for
all v ∈ Wh we have

| v |m,q,h ≤ C1h
min{0,2/q−2/p} | v |m,p,h, (2.4)

| v |1,q,h ≤ Ch−1+min{0,2/q−2/p} | v |0,p,h . (2.5)
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Let Ph be the L2(Ω)−orthogonal projection onto Wh, then we have the following error
estimate whose proof can be found in [7]:

Lemma 2.3 Let m = 0, 1, 1 ≤ p ≤ +∞. There exists a positive constant C3 indepen-
dent of h such that

| v − Phv |m,p,K≤ C3h
r+1−m
K | v |r+1,p,K , ∀v ∈ W r+1,p(K). (2.6)

We shall use also the following Sobolev’s embedding theorems, the proof of which is
given in [8]:

Lemma 2.4 Let m ≥ 0 be an integer. The following embedding holds algebraically and
topologically

W 1,4(Ω) ⊂ L∞(Ω), H2(Ω) ⊂ L∞(Ω),

Wm+1,2(Ω) ⊂ Wm,q(Ω), ∀q ∈ [1, +∞[,

Wm,p(Ω) ⊂ C0(Ω̄), ∀1 ≤ p ≤ +∞ such that mp > 2.

3 Characteristics method for the steady convection

problem

In this section, we recall some preliminary results given in [4, 2]. We also express a
thick green formula (compare reference [2] for details) which will be used in the proof
of the error estimate in the next section.
Let consider the following scalar problem

(P )

{
u · ∇σ + cσ = f, in Ω,

σ = g1, on Γ−,

where Γ− = {x ∈ Γ, u · n < 0} with n is the unit outward normal to Γ. We shall
assume that u ∈ (W 1,∞(Ω))

2
, c ∈ L∞(Ω), f ∈ L2(Ω) and we make the assumption,

c ≥ c0 > 0. We suppose that there exists g ∈ H1(Ω) such that g = g1 on Γ−.
To discretize the convection term (u · ∇)σ we adapt the well established transport-
diffusion algorithm in [9] to the stationary case. The idea behind this approach is
based on combining the method of characteristics with finite elements discretization.
Similar technique has been used by the authors in [6] for steady-state problems. Thus,
we replace the problem (P ) by the following modified equations

(P k)


σk(x)− σk

(
Xk(x)

)
k

+ cσk(x) = f(x), in Ω,

σk
(
Xk(x)

)
= g, if Xk(x) /∈ Ω,
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where Xk(x) = X(x, k, 0), X(x, t, τ) being the trajectory of a particle which will reach
the point x at time t. Hence, a space-discrete approximation of the problem under
study can be carried out by using finite elements in a classical Galerkin formulation.
As previously mentioned in [6], the problem (P k) can be viewed as a backward time
integration of the non-stationary problem which involves incorporation of a pseudo-
time step k. Indeed, if σ is the solution of (P ), then σ̃(x, t) = σ(x) is the solution of
the evolution problem

(P̃ )


Dσ̃

Dt
+ cσ̃ = f, in Ω×]0, T [,

σ̃ = g, on Γ−,

σ̃(x, 0) = σ(x), in Ω,

where
Dσ̃

Dt
denotes the total derivative of σ̃ in the direction of the stationary flow u

defined by
Dσ̃

Dt
=

∂σ̃

∂t
+ (u · ∇)σ̃.

Discretization of (P̃ ) by the method of characteristics leads to the following scheme

σ̃n+1(x)− σ̃n (Xn(x))

k
+ cσ̃n+1(x) = f, in Ω, (3.1)

where Xn(x) = X(x, tn+1, tn), k is the time step, tn = nk, and X is the solution of the
ordinary differential equation of the trajectories

dX

dτ
(x, t, τ) = u (X(x, t, τ)) ,

X(x, t, τ) = x.

Now, (3.1) leads to (P k) by observing that both σ̃n+1 and σ̃n are approximation of σ.
The second step consists in using a classical finite element method to discretize (P k).
We consider the following variational formulation:
Find σk ∈ L2(Ω) such that

1

k

(
σk, τ

)
−1

k

(
σk(Xk(·)), τ

)
0,Ω1

+
(
cσk, τ

)
= (f, τ)+

1

k
(g, τ)0,Ω2

, ∀τ ∈ L2(Ω), (3.2)

where Ω1 =
{
x ∈ Ω; Xk(x) ∈ Ω

}
, Ω2 =

{
x ∈ Ω; Xk(x) /∈ Ω

}
and (·, ·) denotes the

scalar product in L2(Ω). In what follows, we introduce a natural norm well adapted
to the study of characteristics method such that when k goes to zero it reduces to the
discontinuous Galerkin norm.
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Let Vh = {v ∈ L2(Ω), v |K∈ Pr(K), ∀K ∈ Th}. The discrete variational problem
associated to (3.2) is then:
Find σk

h ∈ Vh such that

1

k

(
σk

h, τ
)
− 1

k

(
σk

h

(
Xk(·)

)
, τ
)
0,Ω1

+
(
cσk

h, τ
)

= (f, τ) +
1

k
(g, τ)0,Ω2

, ∀τ ∈ Vh. (3.3)

More precisely we have

1

k

∫
Ω

σk
hτhdx− 1

k

∫
Ω1

σk
h(Xk(·))τh(x)dx +

∫
Ω

cσk
hτhdx =

∫
Ω

fτhdx +
1

k

∫
Ω2

gτhdx.

The variational formulation (3.3) is then equivalent to

(P k
h ) Bc(σ

k
h, τh) = Lc(τh), ∀τh ∈ Vh. (3.4)

with

Bc(σ
k
h, τh) =

1

k

∫
Ω

σk
hτhdx− 1

k

∫
Ω1

σk
h

(
Xk(·)

)
τh(x)dx +

∫
Ω

cσk
hτhdx, (3.5)

Lc(τh) =

∫
Ω

fτhdx +
1

k

∫
Ω2

gτhdx. (3.6)

When the entry field is Ω filing and under a technical hypothesis, we have shown in
[4] the existence and the uniqueness for both, the continuous and the discrete vari-
ational problems (P k) and (P k

h ). We have also shown an error estimate of order

O
(

hr+1

k
+ hr+1 + k

)
with L2(Ω)−norm.

In [2], we have introduced the natural norm ‖ · ‖h,k as

‖ σk
h ‖2

h,k =

∫
Ω

(σk
h)2dx +

1

k

∫
Ω2

(σk
h)2(x)dx +

1

k

∫
Ω1

(
σk

h(x)− σk
h

(
Xk(x)

))2
dx +

∫
Ωθ

(σk
h)2
(
Xk(x)

)
k

dx, (3.7)

where Ωθ = θk(Ω)\Ω and θk(x) = X(x, t, t + k). We show that Bc is elliptic in norm
‖ · ‖h,k under a suitable hypothesis. This result implies that problem (P k

h ) has a unique

solution and we give an error estimate of order O
(

hr+1

√
k

+ hr+1 + k

)
with the norm

‖ · ‖h,k.
We define

Dk(y) =

∣∣∣∣dx

dy

∣∣∣∣− 1

k
, (3.8)

where

∣∣∣∣dx

dy

∣∣∣∣ =

∣∣∣∣dθk(y)

dy

∣∣∣∣ is the determinant of the Jacobian matrix and θk(y) = X(y, t, t+

k).
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Lemma 3.1 (thick Green formula)

1

k

∫
Ω2

σ(x)τ(x)dx +

∫
Ω1

(
σ(x)− σ(Xk(x))

k
τ(x)− τ(Xk(x))− τ(x)

k
σ
(
Xk(x)

))
dx+∫

Ω

Dk(y)σ(y)τ(y)dy =

∫
Ωθ

σ
(
Xk(x)

)
τ
(
Xk(x)

)
k

dx. (3.9)

For the proof of this Lemma, we refer to [2].

Lemma 3.2 Suppose that u ∈ W 2,∞(Ω), then there exists C independent of k such that

| Dk(y)−∇ · u(y) |≤ CkM2
(
1 + M + M3 + M4

)
,

where M =| u |2,∞ .

The proof of this Lemma can be found in [3].

Remark 3.1 In the following section we suppose that u = 0 on the boundary Γ that
simplifies Ω2 = ∅ and Ωθ = ∅.

4 Approximation of PTT model and error bound

The first equation of (O), which is hyperbolic in σ when u is fixed, is approximated
by characteristics method introduced in [2]. The idea is to replace problem (O) by the
following set of equations

(Ok)



F (σk)σk + λ
σk(x)− σk

(
Xk(x)

)
k

+ λga

(
σk,∇uk

)
− 2αd(uk) = 0, in Ω,

−∇ · σk − 2(1− α)∇ · d(uk) +∇pk = f, in Ω,

∇ · uk = 0, in Ω,

uk = 0, on Γ,

where Xk(x) = S(x, t, t−k), S(x, t, τ) being the approximation of trajectory of particle
defined by 

dS

dτ
= uk (S(x, t, τ)) ,

S(x, t, t) = x.

An operator B on Xh × Th × Th is defined by

B(u, σ, τ) =

(
σ(x)− σ(Xk(x))

k
, τ

)
+

1

2
(Du

kσ, τ), (4.1)
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where Du
k(y) =

∣∣∣∣dx

dy

∣∣∣∣− 1

k
,

∣∣∣∣dx

dy

∣∣∣∣ =

∣∣∣∣dθk(y)

dy

∣∣∣∣ is the determinant of the Jacobian matrix

and θk(y) = S(y, t, t + k).
The problem (O) is approximated by problem (Ok

h) as follows:
Find (σk

h, τh) ∈ Th × Vh such that(
F (σk

h)σk
h, τh

)
+ λB

(
uk

h, σ
k
h, τh

)
+ λ

(
ga(σ

k
h,∇uk

h), τh

)
−

2α
(
d(uk

h), τh

)
= 0, ∀τh ∈ Th, (4.2)(

σk
h, d(vh)

)
+ 2(1− α)

(
d(uk

h), d(vh)
)

= (f, vh) , ∀vh ∈ Vh. (4.3)

If we define the bilinear form A on T ×X by

A ((σ, u), (τ, v)) = 2α (σ, d(v))− 2α (d(u), τ) + 4α(1− α) (d(u), d(v)) , (4.4)

then problem (Ok
h) becomes

Find (σk
h, τh) ∈ Th × Vh such that(

F (σk
h)σk

h, τh

)
+ A

(
(σk

h, u
k
h), (τh, vh)

)
+ λB

(
uk

h, σ
k
h, τh

)
+

λ
(
ga(σ

k
h,∇uk

h), τh

)
= 2α (f, vh) , ∀(τh, vh) ∈ Th × Vh. (4.5)

Theorem 4.1 There exist positive constants M0, h0 and k0 such that if problem (O)
admits a solution (σ, u, p) ∈ W 2,∞(Ω)× (W 3,2(Ω) ∩W 2,∞(Ω))× (H2(Ω) ∩ L2

0(Ω)) sat-
isfying

max
{
‖ σ ‖2,∞, ‖ u ‖3,2, ‖ u ‖2,∞, ‖ p ‖2,2

}
≤ M0,

then for all h ≤ h0, k ≤ k0 such that ∃ a1, a2: a1k ≤ h ≤ a2

√
k, problem (Ok

h) admits a
solution (σk

h, u
k
h, p

k
h) ∈ Th×Xh×Qh and there exists a positive constant C independent

of h and k such that

| σ − σk
h | + | d(u− uk

h) | ≤ C

(
h2

√
k

+ k

)
, (4.6)

| p− pk
h | ≤ C

(
h2

√
k

+ k

)
.

�
(4.7)

Proof. We start by considering the problem (Ok
h). For this purpose we define a mapping

φ : Th × Vh −→ Th × Vh which maps (σ1, u1) to (σ2, u2) = φ(σ1, u1), where (σ2, u2) ∈
Th × Vh satisfies

(F (σ1)σ2, τ) + A ((σ2, u2), (τ, v)) + λB (u1, σ2, τ) +

λ (ga(σ1,∇u1), τ) = 2α (f, v) , ∀ (τ, v) ∈ Th × Vh. (4.8)

The proof is split in four parts listed as follows:
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(1) φ is well defined and bounded on bounded sets.

(2) φ is continuous on Th × Vh.

(3) There exists a ball Bk
h in Th × Vh with center (σ, u) solution of problem (O) such

that Bk
h is non empty and φ(Bk

h) ⊂ Bk
h for ‖ σ ‖2,∞, ‖ u ‖3,2, ‖ u ‖2,∞, ‖ p ‖2,2

sufficiently small.

(4) Brouwer’s theorem gives then the existence of a fixed point (σk
h, u

k
h) of φ solution

of problem (Ok
h) and satisfying (4.6). Existence of pk

h and error bound (4.7) comes
from the inf-sup condition (2.1) on (Xh, Qh).

(1) φ is well defined and bounded on bounded sets:
Integration by ”thick” parts (see Lemma 3.1) of (4.1) gives

B (u, σ, τ) = −
(

τ(x)− τ(Xk(x))

k
, σ(Xk(x))

)
− 1

2
(Dkτ, σ) , (4.9)

which implies some ”coercivity” of B

B (u, σ, σ) =
1

2k

(
σ(x)− σ(Xk(x)), σ(x)− σ(Xk(x))

)
. (4.10)

From this property and the coercivity of A1 given by

A1 ((σ, u), (σ, u)) = (F (σ1)σ, τ) + A ((σ, u), (τ, v)) . (4.11)

we get

A1 ((σ, u), (σ, u)) ≥ e(−2ε λ
α
|σ1|0,∞) | σ |2 +4α(1− α) | d(u) |2, (4.12)

it follows that the finite dimensional problem (4.8) has a unique solution.
To prove that φ is bounded on bounded sets we remark that ga(σ,∇u) is a linear
combination of terms like σ∇u. We have,

| (σ1∇u1, τ) |≤| σ1 |0,∞| u1 |1,2| τ | .

Taking (τ, v) = (σ2, u2) in (4.8) and using coercivity this gives

| σ2 | + | d(u2) |≤ C (| σ1 |0,∞| u1 |1,2 + | f |−1) ,

which proves that φ is bounded on bounded sets.
(2) φ is continuous on Th × Vh:
Let (σ2, u2) = φ(σ1, u1) and (τ2, v2) = φ(τ1, v1) we have

(F (τ1)τ2, τ) + A ((τ2, v2), (τ, v)) + λB (v1, τ2, τ) =

−λ (ga(τ1,∇v1), τ) + 2α (f, v) , ∀(τ, v) ∈ Th × Vh. (4.13)
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Subtracting (4.13) from (4.8) we have

(F (σ1)(σ2 − τ2), τ) + A ((σ2 − τ2, u2 − v2), (τ, v)) + λB (u1, σ2 − τ2, τ) =

((F (σ1)− F (τ1))τ2, τ)− λB (u1, τ2, τ) + λB (v1, τ2, τ)−

λ(ga(σ1,∇u1)− ga(τ1,∇v1), τ), ∀(τ, v) ∈ Th × Vh.

Setting σ̄ = σ2 − τ2, ū = u2 − v2, τ = σ̄ and v = ū we obtain

(F (σ1)σ̄, σ̄) + A((σ̄, ū), (σ̄, ū)) + λB(u1, σ̄, σ̄) = ((F (σ1)− F (τ1))τ2, σ̄)−

λB(u1, τ2, σ̄) + λB(v1, τ2, σ̄)− λ(ga(σ1,∇u1)− ga(τ1,∇v1), σ̄).

For the terms ga and B, the following estimations hold (see [3] for details),

| λ(ga(σ1,∇u1)− ga(τ1,∇v1), σ̄) |≤ Cλ | σ̄ | (| σ1 |0,∞| u1 − v1 |1,2 + | v1 |1,∞| σ1 − τ1 |).

B(v1, τ2, σ̄)−B(u1, τ2, σ̄) ≤ C
∑

K∈Th

| τ2 |1,∞,K | u1 − v1 |0,∞| σ̄ | +

CB(u1, σ̄, σ̄)
∑

K∈Th

| τ2 |1,∞,K | u1 − v1 |0,∞ +

C | τ2 || σ̄ || u1 − v1 |0,∞ .

On the other hand we have,

((F (σ1)− F (τ1))τ2, σ̄) = ((F (σ1 − τ1)− 1)F (τ1)τ2, σ̄) ≤

e( 2ελ
α
|τ1|0,∞) | F (σ1 − τ1)− 1 || τ2 || σ̄ |,

then using a second order Taylor expansion of the exponential function we get for
ε1 ∈]0, ε[

((F (σ1)− F (τ1))τ2, σ̄) ≤

Ce( 2ελ
α
|τ1|0,∞) | ελ

α
tr(σ1 − τ1) || (1 +

ελ

2α
tr(σ1 − τ1)e

ε1
λ
α

tr(σ1−τ1)) | τ2 || σ̄ |≤

Ce( 2ελ
α
|τ1|0,∞) ελ

α
| (1 +

ελ

2α
)(| σ1 |0,∞ + | τ1 |0,∞)eε1

λ
α

(|σ1|0,∞+|τ1|0,∞) | σ1 − τ1 |0,∞| τ2 || σ̄ | .

Thus, φ is continuous on Th × Vh.
(3) Existence of invariant ball for φ:
Let C∗ be given, we define a ball

Bk
h =

{
(τ, v) ∈ Th × Vh; | τ − σ |≤ C∗

(
h2

√
k

+ k

)
, | d(v − u) |≤ C∗

(
h2

√
k

+ k

)}
.
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Since (u, p) ∈ (W 3,2(Ω) ∩W 2,∞(Ω)))×H2(Ω) and from Lemma 2.3, there exists (ũ, p̃) ∈
Vh ×Qh such that

‖ u− ũ ‖1,2 ≤ C̄1h
2 ‖ u ‖3,2,

| p− p̃ | ≤ C̄1h
2 ‖ p ‖2,2 .

Let σ̃ be the orthogonal projection of σ on Th in L2(Ω)4. We have,

| σ − σ̃ |≤ C̄h2 ‖ σ ‖2,2≤ C̄1h
2 ‖ σ ‖2,∞ .

Let M = max (‖ σ ‖2,∞, ‖ u ‖2,∞, ‖ u ‖3,2, ‖ p ‖2,2). In order to ensure that (σ̃, ũ) ∈ Bk
h

it suffices to impose that C̄1M ≤ C∗.
The exact solution (σ, u, p) of problem (O) satisfies the following consistency relation

(F (σ)σ, τ) + A((σ, u), (τ, v)) + λB(u, σ, τ) =

2α(p,∇ · v)− λ(ga(σ,∇u), τ) + 2α(f, v) + λ(E, τ) +
λ

2
(Du

kσ, τ), (4.14)

with E =
σ(x)− σ(Xk(x))

k
− u · ∇σ.

Subtracting (4.8) from the equality (4.14), we obtain

(F (σ)σ − F (σ1)σ2, τ) + A((σ − σ2, u− u2), (τ, v)) + λB(u1, σ − σ2, τ) =

λB(u1, σ, τ)− λB(u, σ, τ) + λ(ga(σ1,∇u1)− ga(σ,∇u), τ) +

2α(p,∇ · v) + λ(E, τ) +
λ

2
(Du

kσ, τ). (4.15)

As usual, to obtain an error bound it is preferable to use (σ2 − σ̃, u2 − ũ). Inserting
(σ̃, ũ) in (4.15) gives

(F (σ1)(σ2 − σ̃), τ) + A((σ2 − σ̃, u2 − ũ), (τ, v)) + λB(u1, σ2 − σ̃, τ) =

(F (σ)σ, τ)− (F (σ1)σ̃, τ)− λB(u1, σ, τ) + λB(u, σ, τ)− λ(ga(σ1,∇u1)−

ga(σ,∇u), τ)− 2α(p− p̃,∇ · v) + A((σ − σ̃, u− ũ), (τ, v)) +

λB(u1, σ − σ̃, τ) + λ(E, τ) +
λ

2
(Du

kσ, τ), ∀(τ, v) ∈ Th × Vh.

Setting σ̂ = σ2 − σ̃, û = u2 − ũ, τ = σ̂ and v = û we obtain

(F (σ1)σ̂, σ̂) + A((σ̂, û), (σ̂, û)) + λB(u1, σ̂, σ̂) = −2α(p− p̃,∇ · ũ) +

A((σ − σ̃, u− ũ), (σ̂, û)) + (F (σ)σ, σ̂)− (F (σ1)σ̃, σ̂) + λB(u, σ, σ̂)− λB(u1, σ, σ̂) +

λ(ga(σ,∇u)− ga(σ1,∇u1), σ̂) + λB(u1, σ − σ̃, σ̂) + λ(E, σ̂) +
λ

2
(Du

kσ, σ̂). (4.16)

12



Now, we take (σ1, u1) ∈ Bk
h. In order to prove that M and h0 can be chosen such that

φ(Bk
h) ⊂ Bk

h, ∀h ≤ h0, we use (4.16), first a coercivity relation can be derived directly
from (4.12) and (4.10) as

(F (σ1)σ̂, σ̂) + A((σ̂, û), (σ̂, û)) + λB(u1, σ̂, σ̂) ≥

e(−2ε λ
α
|σ1|0,∞) | σ̂ |2 +4α(1− α) | d(û) |2 +

λ

2k
(σ̂(x)− σ̂(Xk

u1
(x)), σ̂(x)− σ̂(Xk

u1
(x))). (4.17)

Next, we will give an estimate of (4.16). More precisely, the following results are shown

| (p− p̃,∇ · û) ≤ Ch2M | d(û) |, (4.18)

| A((σ − σ̃, u− ũ), (σ̂, û)) | ≤ CMh2(| σ̂ |2 + | d(û) |2)
1
2 , (4.19)

| λ(ga(σ,∇u)− ga(σ1,∇u1), σ̂) | ≤ Cλ
[
MC∗(

h2

√
k

+ k) +

C∗2(
h2

√
k

+ k)(
h√
k

+
k

h
)
]
| σ̂ |, (4.20)

| λB(u, σ, σ̂)− λB(u1, σ, σ̂) | ≤
[
CλMC∗(

h2

√
k

+ k) +

CλkM(C∗ + M)2(1 + F )
]
| σ̂ |, (4.21)

λB(u1, σ − σ̃, σ̂) ≤ CλM
h2

√
k
B(u1, σ̂, σ̂) +

CλkM(C∗ + M)2(1 + F )h2 | σ̂ | +

CMλh

(
h2

√
k

+ k

)
| σ̂ |, (4.22)

λ(E, σ̂) ≤ CλkM3 | σ̂ | . (4.23)

λ

2
(Du

kσ, σ̂) ≤ CλkM2
(
1 + M + M3 + M4

)
| σ̂ |, (4.24)

(F (σ)σ, σ̂)− (F (σ1)σ̃, σ̂) ≤ CMeε λ
α

M1h2 | σ̂ | +

C
ελ

α
C∗ h2

√
k
M | σ̂ |, (4.25)

where,

F = C∗(1 + M2 + M3) + C∗2(M + M2) + C∗3(1 + M) + C∗4 + M + M3 + M4.

M1 = M + Mh
1
2 + Mh + C∗ h√

k
.
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We recall that the estimations (4.18)-(4.24) are collected from [3]. For the estimation
of the term F , we proceed as follows

(F (σ)σ, σ̂)− (F (σ1)σ̃, σ̂) = (F (σ1)(σ − σ̃), σ̂)− (F (σ1)σ, σ̂) + (F (σ)σ, σ̂)

= (F (σ1)(σ − σ̃), σ̂) + (σF (σ)(1− F (σ1 − σ)), σ̂). (4.26)

The first term in the right-hand side of (4.26) can be bounded as

(F (σ1)(σ − σ̃), σ̂) ≤ | F (σ1) || σ − σ̃ || σ̂ |,

≤ e2ε λ
α
|σ1|0,∞ | σ − σ̃ || σ̂ | .

If (σ1, u1) belongs to ball Bk
h, then

| σ1 |0,∞ ≤ | σ |0,∞ + | σ − σ̃ |0,∞ + | σ̃ − σ1 |0,∞,

≤ | σ |0,∞ + | σ − σ̃ |1,4 +Ch−1 | σ̃ − σ1 |,

≤ C(M + Mh
1
2 + h−1 | σ − σ̃ | +h−1 | σ̃ − σ1 |),

≤ C

(
M + Mh

1
2 + Mh + C∗ h√

k

)
= CM1,

then consequently we have

(F (σ1)(σ − σ̃), σ̂) ≤ CMeε λ
α

M1h2 | σ̂ | .

For the second term in the right-hand side of (4.26) we have

(σF (σ)(1− F (σ1 − σ)), σ̂) ≤ C | σ |0,∞ e2ε λ
α
|σ|0,∞ | 1− F (σ1 − σ) || σ̂ |,

≤ C | σ |0,∞ e2ε λ
α
|σ|0,∞ | ελ

α
tr(σ1 − σ) || (1+

ελ

2α
tr(σ1 − σ)eε1

λ
α

tr(σ1−σ)) || σ̂ |,

≤ C | σ |0,∞ e2ε λ
α
|σ|0,∞

ελ

α
| σ1 − σ || σ̂ || (1+

ελ

2α
)(| σ1 |0,∞ + | σ |0,∞)eε1

λ
α

(|σ1|0,∞+|σ|0,∞) |,

≤ CMe2ε λ
α
|σ|0,∞

ελ

α
C∗h

2

k
| σ̂ | (1+

ελ

2α
)(M + M1)e

ε1
λ
α

(M+M1),

≤ C
ελ

α
C∗ h2

√
k
M | σ̂ |,
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then we get

(−F (σ1)σ̃, σ̂) + (F (σ)σ, σ̂) ≤ CMeε λ
α

M1h2 | σ̂ | +C
ελ

α
C∗ h2

√
k
M | σ̂ | .

Using (4.18) to (4.25) we obtain with δ =
√

α(1− α)

| σ̂ | +2δ | d(û) | +λ
1
2 (B(u1, σ̂, σ̂))

1
2 ≤ C1δ

−1Mh2 + C2MC∗
(

h2

√
k

+ k

)
+

C3λkM(C∗ + M)2(1 + F )(1 + h2)+

C4M(1 + h)

(
h2

√
k

+ k

)
+

C5λkM3 + CMeε λ
α

M1h2. (4.27)

Hence, for C∗ sufficiently small we can choose M0 small enough to ensure that for

M ≤ M0 the right-hand side in (4.27) is smaller than
C∗

2

(
h2

√
k

+ k

)
. Then

| σ2 − σ | +2δ | d(u2 − u) | ≤ | σ̂ | +2δ | d(û) | + | σ̃ − σ | +2δ | d(ũ− u) |,

≤ 1

2
C∗
(

h2

√
k

+ k

)
+ C(1 + 2δ)Mh2,

≤ C∗
(

h2

√
k

+ k

)
,

by decreasing k0 and M0 if necessary. This proves that φ(Bk
h) ⊂ Bk

h and from Brouwer’s
fixed point theorem follows the existence of (σk

h, u
k
h) ∈ Th × Vh satisfying (4.6).

(4) End of the proof of the theorem:
The application φ satisfies on Bk

h the hypothesis of Brouwer’s fixed point theorem and
consequently admits a fixed point (σk

h, σ
k
h) ∈ Bk

h. Then

| σ − σk
h | ≤ C

(
h2

√
k

+ k

)
,

| d(u− uk
h) | ≤ C

(
h2

√
k

+ k

)
,

It remains to bound | p− pk
h |. To do so, we have

(σk
h, d(v))− 2(1− α)(d(uk

h), d(v)) = (f, v), ∀v ∈ Vh.

From the infsup condition (2.1) on (Xh, Qh) there exists ph ∈ Qh such that

(σk
h, d(v))− 2(1− α)(d(uk

h), d(v))− (pk
h,∇ · v) = (f, v), ∀v ∈ Xh.
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On the other hand, and since p is regular

(σ, d(v))− 2(1− α)(d(u), d(v))− (p,∇ · v) = (f, v), ∀v ∈ Xh.

Thus,

(σ − σk
h, d(v))− 2(1− α)(d(u− uk

h), d(v)) = (p− pk
h,∇ · v), ∀v ∈ Xh.

This implies,

(p̃− pk
h,∇· v) = (p̃− p,∇· v) + (σ−σk

h, d(v))− 2(1−α)(d(u−uk
h), d(v)), ∀v ∈ Xh.

Using again the infsup condition (2.1) we get

| p̃− pk
h | ≤ C

(
| p̃− p | + | σk

h − σ | + | d(u− uk
h) |
)
,

≤ C

(
h2

√
k

+ k

)
,

which concludes the proof of (4.7).

Remark 4.1 We would like to mention that the results in Theorem 4.1 can be extended
to a discontinuous upwinding approximation of σ leading to an error bound of order

O

(
hr+ 1

2

√
k

+ k

)
.
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