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Overview

The cones of divisors and the cones of curves on (quasi-)projective algebraic varieties
have been intensely studied. In this thesis, we want to shed some light on cones generated
by cycles of codimension greater than 1, on which a little is currently known. We focus
on the specific case of orthogonal Shimura varieties, which have the interesting feature
of carrying many algebraic cycles coming from immersions of smaller Shimura varieties.
Remarkable examples of them are the so-called special cycles. They may be considered as
generalizations of the Hirzebruch–Zagier divisors on Hilbert modular surfaces. The question
we have in mind is the following. It motivates all four chapters of this thesis.

Question. Let X be an orthogonal Shimura variety. Consider the cone CX generated by
the special cycles of codimension 2 in CH2(X)⊗ R. What properties does CX have? How
could we deduce them?

In what follows, we introduce the main characters of this work, and give an overview of
our results with respect to the previous question.

Orthogonal Shimura varieties. We choose L to be an even unimodular lattice of
signature (b, 2), where b > 2, denoting by (·,·) the bilinear form of L, and by q the quadratic
form defined as q(·) = (·,·)/2. Let Db be the complex manifold

Db = {z ∈ L⊗ C \ {0} : (z, z) = 0 and (z, z̄) < 0}/C∗ ⊂ P(L⊗ C).

It is of dimension b and has two connected components. The action of the group of the
isometries of L, denoted by O(L), extends to an action on Db. We choose a connected
component of Db and denote it by D+

b . This is the Hermitian symmetric domain associated
to L. We define O+(L) as the subgroup of O(L) containing all isometries which preserve D+

b .
Let Γ be a subgroup of finite index in O+(L). The orthogonal Shimura variety associated
to Γ is

XΓ = Γ\D+
b .

By the theorem of Baily and Borel, the analytic space XΓ admits a unique algebraic
structure, which makes it a quasi-projective algebraic variety. It inherits a line bundle
from the restriction of the tautological line bundle O(−1) on P(L⊗ C) to D+

b . This is the
so-called Hodge bundle, which we denote by ω.

The adjective orthogonal used to refer to these varieties is due to the fact that we may
naturally identify XΓ with the double quotient Γ\G/K, where G = SO(L⊗ R) and K is a
maximal compact subgroup of G. In particular, they arise as quotients of the orthogonal
group G ∼= SO(b, 2).

Every Hermitian symmetric domain is Kähler, hence whenever XΓ is smooth, it may
be regarded as a Kähler manifold. In fact, the cohomology class of the Hodge bundle ω
coincides with a Kähler class of XΓ. We remark that it is possible to construct a symmetric
domain G/K also for lattices with signature different from (b, 2). However, the only cases
where it is Hermitian are the ones where the signature is either (b, 2) or (2, b), for some
positive b.
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Orthogonal Shimura varieties may be constructed also for non-unimodular lattices, and
in smaller dimension. This large family includes and generalizes classical varieties, such as
modular curves, Hilbert modular surfaces, Siegel 3-folds, and moduli spaces of K3 surfaces.

Special cycles. The cycles of codimension g in XΓ are formal finite sums with integral
coefficients of sub-varieties of codimension g in XΓ. They are a generalization of the
concept of divisor in higher codimension. The counterpart of the Picard group of XΓ in
codimension g is the Chow group CHg(XΓ), where the cycles are considered up to rational
equivalence. If Z is a cycle of XΓ, we denote by {Z} its rational class.

Let Λg, resp. Λ+
g , be the set of symmetric half-integral positive semi-definite, resp.

positive definite, g × g-matrices. If λ = (λ1, . . . , λg) ∈ Lg, the moment matrix of λ is
defined as q(λ) := 1

2

(
(λi, λj)

)
i,j
, while its orthogonal complement in D+

b is simply the
intersection of the orthogonal complements of the entries of λ. If T ∈ Λ+

g , then∑
λ∈Lg
q(λ)=T

λ⊥

is a Γ-invariant cycle of codimension g in D+
b . In fact, it descends to a cycle of codimension g

on XΓ, which we denote by Z(T ) and call the special cycle associated to T . The special
cycles of codimension 1 are usually called Heegner divisors. If T ∈ Λg is singular, it is still
possible to define a special cycle in CHg(X) by intersecting {Z(T )} with (the dual of) the
rational class of the Hodge bundle ω.

The algebraic cycles above are “special” for many reasons. For instance, they are
preserved by pullbacks of covers XΓ′ → XΓ, for any subgroup of finite index Γ′ of Γ. This
is the reason why we do not keep track of Γ in the symbol used to define them. Moreover,
their irreducible components are immersions in XΓ of orthogonal Shimura varieties of
dimension b− g. As we are going to illustrate, the special cycles are related with modular
forms, and their irreducible components may equidistribute in subvarieties of XΓ which are
irreducible components of special cycles of smaller codimension.

Cones and related properties. Let V be a vector space over Q of finite dimension. If G
is a non-empty subset of V , we denote by 〈G〉Q≥0 the (convex) cone generated by G. It is the
smallest subset of V containing G and closed under linear combinations with non-negative
rational coefficients. Let VR be the real vector space V ⊗ R endowed with the Euclidean
topology. The R-closure C of a cone C ⊂ V is the topological closure of C in VR.

A cone C ⊂ V is pointed if it contains no lines, is polyhedral if it can be generated by a
finite subset of V , and is rational if C can be generated over R by elements of V .

If a cone C is defined as the one generated by a certain set of generators G, a general
strategy to prove whether C satisfies the previous properties is the following.
Step 1: find all rays of C arising as “limits” of rays generated by elements of G.
Step 2: understand how sequences of rays generated over G converge towards the “limits”.
For instance, the properties of the cone of special divisors studied in [BM19] are deduced
by showing that the rays generated by such divisors accumulate towards a unique ray, and
that the latter lies in the interior of the cone. This leads us to the following definition.

A ray r of C is an accumulation ray of C with respect to the set of generators G if there
exists a sequence (gj)j∈N of pairwise different generators in G, such that

R≥0 · gj −→ r, when j −→∞,

where we denote by R≥0 · gj the ray generated by gj . The accumulation cone of C with
respect to the set of generators G is the cone generated by 0 and the accumulation rays of C
with respect to G.
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We are now ready to introduce the main characters of this thesis. The cone of special
cycles (of codimension 2) on XΓ is the cone in CH2(XΓ)⊗Q defined as

CXΓ
= 〈{Z(T )} : T ∈ Λ+

2 〉Q≥0
,

while the cone of rank one special cycles (of codimension 2) on XΓ is

C′XΓ
= 〈{Z(T )} · {ω∗} : T ∈ Λ2 and rk(T ) = 1〉Q≥0

.

Whenever we refer to the accumulation cones of CXΓ
and C′XΓ

, we implicitly consider them
with respect to the set of generators of CXΓ

and C′XΓ
used to define them. We remark that,

although it is still unknown whether CH2(XΓ)⊗Q is of finite dimension, it is known that
so is the subspace generated by the special cycles of codimension 2.

In Chapter 1 we will see that the geometry of the cones generated by special cycles
of codimension 2 is more interesting than the one of their counterparts in codimension 1
considered in [BM19], and in fact that the number of accumulation rays of CXΓ

is often
infinite.

The main result of Chapter 1 is the following. We denote by M1
1+b/2 the space of

elliptic cusp forms of weight 1 + b/2, where the latter is an even positive integer, due to the
classification of indefinite unimodular lattices.

Theorem 0.1. Let XΓ be an orthogonal Shimura variety associated to an even unimodular
lattice of signature (b, 2), where b > 2.

(i) The cone of rank one special cycles C′XΓ
is pointed, rational, polyhedral, and of

dimension dimM1
1+b/2. (Bruinier–Möller)

(ii) The accumulation cone of the cone of special cycles CXΓ
is pointed, rational,

polyhedral, and of the same dimension as C′XΓ
.

(iii) The cone CXΓ
is rational and of maximal dimension in the subspace of CH2(XΓ)⊗Q

generated by the special cycles of codimension 2.
(iv) The cones CXΓ

and C′XΓ
intersect only at the origin. Moreover, if the accumulation

cone of CXΓ
is enlarged with a non-zero element of C′XΓ

, the resulting cone is
non-pointed.

Theorem 0.1 (i) can be deduced directly from [BM19]. The proof of the remaining
parts of Theorem 0.1 is based on growth properties of Fourier coefficients of Siegel modular
forms. In Section 1.7 we conjecture the polyhedrality of CXΓ

, translating it in terms of
properties of Jacobi forms. The pointedness of such cone is more subtle than the one of its
accumulation cone. As we will soon remark, it depends on whether a linear map of vector
spaces contracts rays of certain cones of functionals. Such injectivity may be studied in
terms of the so-called Kudla–Millson lift, and motivates Chapter 3 and Chapter 4.

Siegel modular forms. The Siegel upper-half space H2 is the set of 2 × 2 symmetric
matrices over C with positive definite imaginary part. It is a simply connected open subset
of C3. The symplectic group Sp4(R) acts on H2 as a group of automorphisms by

g : Z 7−→ g · Z = (AZ +B)(CZ +D)−1,

for every Z ∈ H2, where we decompose g ∈ Sp4(R) in 2× 2 matrices as g =
(
A B
C D

)
.

Let k ≥ 4 be an even integer. A Siegel modular form of weight k (and genus 2) is a
holomorphic function F : H2 → C that satisfies the transformation law

F (g · Z) = det(CZ +D)kF (Z), for every γ ∈ Sp4(Z).

We denote the finite-dimensional complex vector space of these forms by Mk
2 .

viii



By the Koecher Principle, every F ∈Mk
2 admits a Fourier expansion of the form

F (Z) =
∑
T∈Λ2

cT (F )e2πi tr(TZ).

The complex numbers cT (F ) are the Fourier coefficients of F . If the Fourier expansion
is supported on Λ+

2 , then F is called a Siegel cusp form. The subspace of cusp forms is
denoted by Sk2 .

The spaces Mk
2 and Sk2 admit a basis of Siegel modular forms with rational Fourier

coefficients. We denote the Q-vector spaces generated by these bases by Mk
2 (Q) and Sk2 (Q),

respectively. The dual spaceMk
2 (Q)∗ is generated by the coefficient extraction functionals cT ,

defined for every T ∈ Λ2 as

cT : Mk
2 (Q) −→ Q, F 7−→ cT (F ).

We consider the following cones of functionals inMk
2 (Q)∗. The modular cone of weight k

is the cone defined as
Ck = 〈cT : T ∈ Λ+

2 〉Q≥0
,

while the rank one modular cone of weight k is

C′k = 〈cT : T ∈ Λ2 and rk(T ) = 1〉Q≥0
.

Whenever we refer to the accumulation cones of Ck and C′k, we implicitly consider them
with respect to the set of generators of Ck and C′k used to defined them.

From now on k = 1 + b/2, where b is the dimension of XΓ. Kudla’s Modularity
Conjecture, recently proved by Bruinier and Raum, implies that the linear map

(0.1) ψΓ : Mk
2 (Q)∗ −→ CH2(XΓ)⊗Q, cT 7−→ {Z(T )} · {ω∗}2−rk(T )

is well-defined, for every Γ of finite index in O+(L). The idea of Chapter 1 is to study the
cone of special cycles in terms of the modular cone. In fact, the former is the image via ψΓ

of the latter.
Not all the properties of Ck are preserved by ψΓ, if such linear map is not injective. For

instance, we prove in Chapter 1 that Ck is pointed. However, if ψΓ contracts an internal
ray of Ck, then CXΓ

is non-pointed.
The counterpart in genus 1 of ψΓ is known to be injective, as proved in [Bru02] showing

that the Kudla–Millson lift of genus 1 is injective. It is expected that the injectivity
of ψΓ may follow from the injectivity of the Kudla–Millson lift of genus 2, but it is still
unknown whether the latter is injective. Chapter 3 and Chapter 4 are motivated by such
problem, although they are not enough to prove the injectivity of ψΓ. We will provide more
information below.

Working with Siegel modular forms instead of rational classes of cycles is advantageous
for at least two reasons. Firstly, we may choose a basis

(0.2) Ek2 , E
k
2,1(f1), . . . , Ek2,1(f`), F1, . . . , F`′ ,

of Mk
2 (Q), and rewrite the functionals cT over such basis as vectors in Q1+`+`′ . In (0.2), we

choose f1, . . . , f` and F1, . . . , F`′ to be respectively a basis of Sk1 (Q) and Sk2 (Q), we denote
by Ek2 the Siegel Eisenstein series of weight k, and by Ek2,1(f) the Klingen Eisenstein series
arising from any elliptic cusp form f . In this way, we can compute functionals explicitly,
e.g. via SageMath, and check properties of the modular cone at least empirically. The
second reason to use modular forms is that we may deduce the accumulation rays of Ck via
the known growth estimates of the Fourier coefficients of Siegel modular forms, associated
to sequences of matrices in Λ+

2 of increasing determinant.
The situation in genus 2 is more complicated but also more interesting than its counter-

part in genus 1. For instance, the number of the accumulation rays of the modular cone Ck
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is infinite whenever k ≥ 18. This is due to the presence of the Klingen Eisenstein series,
whose Fourier coefficients may grow more slowly than the one of the Siegel Eisenstein series,
depending on the chosen sequence of matrices with respect to which they are extracted.

Equidistribution of measures. We recall that D+
b = G/K is the Hermitian symmetric

domain associated to the lattice L, where G = SO(L ⊗ R). Since the cohomology class
of the Hodge bundle ω of D+

b coincides with the one of a G-invariant Kähler form, we
denote by ω also such Kähler form. The latter induces a G-invariant Kähler metric on D+

b ,
as well as a volume form. We may restrict such metric to a fundamental domain of D+

b
with respect to the action of Γ, and construct a Borel measure on the orthogonal Shimura
variety XΓ = Γ\D+

b . With respect to such measure, the metric space XΓ is of finite volume.
We denote by νXΓ

the normalized measure giving volume 1 to XΓ. In other words νXΓ
is a

probability measure.
The algebraic group G admits many different kinds of algebraic Q-subgroups, not

necessarily of orthogonal type. Let H = SO(V, q) be a orthogonal Q-subgroup of G arising
from some quadratic subspace (V, q) of L⊗R of signature (r, 2), where r ≤ b, and inducing
an inclusion of Hermitian symmetric domains

H/(H ∩K) ↪→ G/K.

The immersion of the orthogonal Shimura variety (Γ ∩H)\H/(H ∩K) in XΓ gives rise to
an algebraic subvariety of XΓ. We say that a subvariety of XΓ is an orthogonal Shimura
subvariety if it arises in this way. An example of such subvarieties are the irreducible
components of the codimension b − r special cycles of XΓ. Every orthogonal Shimura
subvariety Z induces a canonical probability measure νZ on XΓ, with Z as support, that
may be constructed following an analogous construction as νXΓ

.
In Chapter 2, we prove a slight generalization of the following result. Recall that a

sequence of probability measures (µj)j∈N on XΓ weakly converges to a probability measure µ
on XΓ, in short µj → µ, if ∫

XΓ

f dµj −−−−−→
j−→∞

∫
XΓ

f dµ,

for every continuous function f on XΓ.

Proposition 0.1. Let XΓ be an orthogonal Shimura variety, and let (Zm)m∈N be a sequence
of orthogonal Shimura subvarieties of XΓ with the same dimension. The sequence of
probability measures (νZm)m∈N contains a subsequence (νZj )j which weakly converges to the
probability measure νZ associated to some orthogonal Shimura subvariety Z of XΓ. The
subvarieties Zj are eventually contained in Z.

The subvarieties Zj such that νZj → νZ as in Proposition 0.1 are said to equidistribute
in Z. Proposition 0.1 may be considered as a refinement of a result proved by Clozel and
Ullmo [CU05], in the special case of orthogonal Shimura subvarieties. It is of the same
flavour as many results on equidistribution, e.g. [EMS97] [EO06] [KM18] [TT21], inspired
by Ratner’s seminal works.

We are now ready to state the main result of Chapter 2. In fact, we will extend it to
the case of singular XΓ.

Theorem 0.2. Let XΓ be a smooth orthogonal Shimura variety of dimension n, and
let (Zj)j∈N be a sequence of pairwise different orthogonal Shimura subvarieties of XΓ of
dimension r ≥ 3. If such subvarieties equidistribute in an orthogonal Shimura subvariety Z
of dimension r′ > r, then

(0.3)
[Zj ]

Vol(Zj)
−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧ [Z]

Vol(Z)
in H2(n−r)(XΓ,Q) ∩Hn−r,n−r(XΓ).
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The idea to prove Theorem 0.2 is to rewrite the convergence of normalized de Rham
cohomology classes (0.3) in terms of cohomology of currents. The latter are functionals
defined as integrals over the subvarieties Zj of XΓ. We “lift” such currents to integrals
defined on the characteristic bundle S(Zj) of Zj , on which we may compute the limit of
such lifted functionals using the weak convergence of the probability measures νZj . Such
limit can be then rewritten as (a cohomology class of) a current on XΓ, which is equivalent
to the cohomology class appearing on the right-hand side of (0.3).

Theorem 0.2 may be applied to compute the limit of sequences of rays generated
by (cohomology classes of) subvarieties, or more generally, cycles. We provide examples of
results in this direction, focusing on sequences of rays generated by Heegner divisors and
special cycles of codimension 2 on XΓ. For instance, we reprove [BM19, Proposition 4.5] in
terms of equidistribution, which was proved by Bruinier and Möller by means of modular
forms. This lay the foundation of a strategy to double check the results of Chapter 1 in
cohomology, together with a possible generalization of them to cycles of higher codimension.

The unfolding of the Kudla–Millson lift of genus 1. As previously explained, the
cone of special cycles CXΓ

may not inherit some of the properties of the modular cone C1+b/2

if the map ψXΓ
defined in (0.1) is non-injective. Its counterpart in genus 1 is known to be

injective [Bru02], and the idea to prove it is based on the injectivity of the Kudla–Millson
lift of genus 1. It is expected that the injectivity of the Kudla–Millson lift of genus 2 implies
the one of ψΓ, motivating the last two chapters of this thesis.

In Chapter 3 we reprove the injectivity of the Kudla–Millson lift of genus 1 with a new
method, namely applying Borcherds’ formalism [Bor98, Section 5] to unfold the defining
integrals of the lift. Such procedure has the advantage of paving the ground for a strategy
to unfold the defining integrals of the lifts in higher genus. In fact, in Chapter 4 we apply
an analogous procedure to unfold the defining integrals of the Kudla–Millson lift of genus 2.
However, the unfolded integrals in the latter case do not seem to be enough to deduce the
injectivity of the lift. We conclude this section with an outline of Chapter 3 and postpone
the details of Chapter 4 to the next one. For simplicity, the reader may assume XΓ to be
smooth.

The Kudla–Millson lift of genus 1 is a linear map ΛKM
1 : Sk1 → Z2(XΓ), where Z2(XΓ)

is the space of closed 2 forms of the orthogonal Shimura variety XΓ. Intuitively, the closed
form ΛKM

1 (f) is defined as the Petersson scalar product between the cusp form f and a
theta series of two variables, with respect to which the latter transforms as a modular form
of weight 1 + b/2 and as a closed 2-form. Such theta series was constructed in greater
generality in the foundational works of Kudla and Millson [KM86] [KM87] [KM90], and
can be rewritten in terms of Siegel theta functions associated to the lattice L. In fact, in
this thesis we show that it is possible to rewrite ΛKM

1 (f) as

(0.4) ΛKM
1 (f) =

b∑
α,β=1

(∫
SL2(Z)\H

yk+1f(τ)ΘL(τ, g,P(α,β))
dx dy

y2︸ ︷︷ ︸
=:Iα,β(g)

)
⊗ g∗

(
ωα,b+1 ∧ ωβ,b+2

)
,

where g ∈ G, and ΘL(τ, g,P(α,β)) it the Siegel theta function associated to some homoge-
neous polynomial P(α,β) of degree (2, 0) defined on the standard quadratic space Rb,2. The
Siegel theta functions ΘL were introduced by Borcherds in [Bor98].

The pullback g∗
(
ωα,b+1 ∧ ωβ,b+2

)
appearing in (0.4) is an element of

∧2 T ∗z Gr(L),
where Gr(L) is the Grassmannian model of D+

b ; see Section 3.3.1 for a precise construction
of it, and the relation between g ∈ G and z ∈ Gr(L).

We refer to the integral functions Iα,β : G → C appearing in (0.4) as the defining
integrals of the lift ΛKM

1 (f). The idea of Chapter 3 is to apply Borcherds’ formalism [Bor98]
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to unfold the defining integrals of ΛKM
1 (f), rewriting them over the easier unfolded do-

main Γ∞\H, where Γ∞ is the subgroup of translations in SL2(Z). To do so, we will choose
a splitting L = LLor ⊕ U , for some Lorentzian sublattice LLor and hyperbolic plane U , and
unfold Iα,β following the wording of [Bor98, Section 5]. Such procedure is carried out in
Section 3.5.2.

If a complex valued function defined over G is invariant with respect to some Lorentzian
sublattice of L, then it admits a Fourier expansion. Although this general principle is
classical in the literature, for the sake of completeness we provide an overview of it in
Section 3.4. This is based on an explicit Iwasawa decomposition of G.

In Section 3.5, we use such unfolded integrals to compute the Fourier expansion of Iα,β .
This is illustrated in Theorem 3.5.4. As application of such expansions, we eventually prove
the injectivity of the lift. The proof is given also for non-unimodular lattices, in the case
they split off two orthogonal hyperbolic planes. As previously remarked, this result was
already proved [Bru02] [BF10], but the new strategy we propose may work also in higher
genus.

Theorem 0.3 (Bruinier–Funke and Theorem 3.6.1). The Kudla–Millson theta lift ΛKM
1

associated to L is injective.

The idea to prove Theorem 0.3 is as follows. The lift ΛKM
1 (f) of a cusp form f equals zero

if and only if all defining integrals Iα,β are zero, which implies that all Fourier coefficients
of Iα,β are trivial. From the explicit formulas of such coefficients provided by Theorem 3.5.4,
we deduce that if Iα,β = 0, then all Fourier coefficients of f equal zero, therefore f is trivial.

The unfolding of the Kudla–Millson lift of genus 2. The Kudla–Millson lift of
genus 2 is a linear map ΛKM

2 : Sk2 → Z4(XΓ), where Z4(XΓ) is the space of closed 4 forms
of the orthogonal Shimura variety XΓ. As above, the reader may assume XΓ to be smooth.

As for to the genus 1 case, the closed form ΛKM
2 (f) may be intuitively considered as the

Petersson scalar product between the Siegel cusp form f and a theta series in two variables,
with respect to which the latter transforms as a Siegel modular form of weight 1 + b/2 and
as a closed 4-form.

In this thesis, we show that it is possible to rewrite ΛKM
2 (f) as

ΛKM
2 (f) =

b∑
α,γ=1
α<γ

b∑
β,δ=1
β<δ

(∫
Sp4(Z)\H2

det yk+1f(τ)Fα(τ, g)
dx dy

det y3︸ ︷︷ ︸
=:Iα(g)

)
×

×g∗
(
ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2

)
,

(0.5)

where g ∈ G and Fα is an auxiliary function which may be written in terms of a Siegel
theta function of genus 2 attached to some homogeneous polynomial Pα on (Rb,2)2, when-
ever α 6= β and γ 6= δ. In fact, under such hypothesis, we have

Fα(τ, g) = det y ·ΘL,2(τ, g,Pα).

We define the Siegel theta function ΘL,2 in Section 4.3, inspired from the work of
Roehrig [Roe21]. They may be considered as a generalization in genus 2 of the ones
appearing in [Bor98, Section 4].

The term g∗
(
ωα,b+1 ∧ · · · ∧ ωδ,b+2

)
appearing in (0.5) is a vector of

∧4 T ∗z (D); see
Corollary 4.2.5 for details.

We refer to the integral functions Iα : G→ C appearing in (0.5) as the defining integrals
of the genus 2 Kudla–Millson lift. The idea of this chapter is to generalize Borcherds’
formalism [Bor98, Section 5], as illustrated in Section 4.4, and apply it to unfold the defining
integrals of ΛKM

2 (f), rewriting them over the easier unfolded domain C2,1 \H2, where C2,1
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is the Klingen parabolic subgroup of Sp4(Z). This is carried out in Section 4.6 under the
hypothesis that α 6= β and γ 6= δ. As for the genus 1 case, we use the unfolded integrals to
compute the Fourier expansion of Iα; see Theorem 4.6.7.

We now illustrate why such unfolding does not seem to be enough to prove the injectivity
of ΛKM

2 . The lift ΛKM
2 (f) of a Siegel cusp form f is zero if and only if all defining integrals Iα

are zero, which in turn happens only if all Fourier coefficients of Iα are trivial. In the
elliptic case, it was easy to see that all such Fourier coefficients are zero only when f = 0.
This was deduced from an explicit decomposition of such coefficients in real and imaginary
parts. In genus 2, the Fourier coefficients of Iα are integrals over ΓJ\H× C, where ΓJ is
the full Jacobi group, and the integrands contain certain Fourier–Jacobi coefficients of f . It
is then non-trivial to prove that such integrals are zero only if f = 0. It may be necessary
to apply another unfolding, rewriting the integrals over ΓJ\H× C as integrals over easier
domains. Such problem is not tackled in this thesis.

xiii



CHAPTER 1

Cones of special cycles of codimension 2 on
orthogonal Shimura varieties

Abstract

Let CX be the cone of special cycles of codimension 2 on an orthogonal Shimura variety X
associated to a unimodular lattice. We prove that the accumulation cone of CX is pointed,
rational and polyhedral. The idea is to show analogous properties for the cones of Fourier
coefficients of Siegel modular forms. We also compute the accumulation rays of CX , proving
that they are generated by combinations of Heegner divisors intersected with the Hodge class
of X. Eventually, we conjecture the polyhedrality of CX , translating it into properties of
Fourier coefficients of Jacobi cusp forms.

1.1. Introduction

The cones of divisors and the cones of curves on (quasi-)projective varieties have been
intensely studied. In this paper we illustrate properties of certain cones of codimension 2
cycles. We focus on orthogonal Shimura varieties, studying the geometric properties of
the cones generated by the codimension 2 special cycles via the arithmetic properties of
the Fourier coefficients of genus 2 Siegel modular forms. The easier case in codimension 1
has already been treated in [BM19], in which the cones of special divisors is proved to
be rational and polyhedral, whenever these varieties arise from lattices which split off a
hyperbolic plane.

Let V be a finite dimensional vector space over Q, and let VR be the vector space V ⊗R
endowed with the Euclidean topology. To study the properties of a (convex) cone C
generated by some subset G ⊆ V , in short C = 〈G〉Q≥0

, it is useful to find all rays in VR
arising as “limits” of rays generated by sequences of elements in G. For instance, the
properties of the cone of special divisors studied in [BM19] are deduced by showing that
the rays generated by such divisors accumulate towards a unique ray, and that the latter
lies in the interior of the cone. This motivates the following definition.

A ray r of VR is said to be an accumulation ray of C with respect to the set of generators G
if there exists a sequence of pairwise different generators (gj)j∈N in G such that

R≥0 · gj −→ r, when j −→∞,

where we denote by R≥0 · gj the ray generated by gj in VR. The accumulation cone of C
with respect to G is defined as the cone in VR generated by 0 and the accumulation rays
of C with respect to G.

By what we recalled above on [BM19], the accumulation cone of the cone generated by
the set of special divisors is of dimension 1. In this paper we show that the the situation of
cones generated by special cycles of codimension 2 is much more complicated, and in fact
that the number of accumulation rays is often infinite. To state our main results, we need
to introduce some notation.

Let X be a Shimura variety of orthogonal type (over Q), arising from an even unimodular
lattice of signature (b, 2), with b > 2. The special cycles of X are suitable sums of orthogonal
Shimura subvarieties of X, and are parametrized by half-integral positive semi-definite
matrices of order 2. We denote by Λ2 the set of these matrices, and by Λ+

2 the subset of
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the ones whose determinant is positive. If T ∈ Λ+
2 , we denote by Z(T ) the special cycle

associated to T , and by {Z(T )} its rational class in the Chow group CH2(X). If T is
singular, it is still possible to define a special cycle in CH2(X) by intersecting with (the
dual of) the rational class of the Hodge bundle ω of X. We refer to Section 1.4.1 for further
details.

Definition 1.1.1. The cone of special cycles (of codimension 2) on X is the cone defined
in CH2(X)⊗Q as

CX = 〈{Z(T )} : T ∈ Λ+
2 〉Q≥0

.

The cone of rank one special cycles (of codimension 2) on X is

C′X = 〈{Z(T )} · {ω∗} : T ∈ Λ2 and rk(T ) = 1〉Q≥0
.

Whenever we refer to the accumulation cones of CX and C′X , we implicitly consider
them with respect to the set of generators of CX and C′X used in Definition 1.1.1. All these
cones are of finite dimension.

We briefly recall some properties of cones, referring to Section 1.4 for a more detailed
explanation. Let C be a cone in a finite dimensional vector space V over Q. We say that C
is pointed if it contains no lines. The R-closure C is the topological closure of C in VR. We
say that C is rational if C may be generated over R by a subset of the rational space V .
Recall that we write C = 〈G〉Q≥0

if C is generated by G ⊆ V . The cone C is polyhedral
if C = 〈G〉Q≥0

, for some finite set of generators G.
The following theorem collects the main results of this chapter. For k even, we denote

by Mk
1 the space of elliptic modular forms of weight k.

Theorem 1.1.2. Let X be an orthogonal Shimura variety associated to a non-degenerate
even unimodular lattice of signature (b, 2), with b > 2.

(i) The cone of rank one special cycles C′X is pointed, rational, polyhedral, and of
dimension dimM1

1+b/2. (Bruinier–Möller)
(ii) The accumulation cone of the cone of special cycles CX is pointed, rational, poly-

hedral, and of the same dimension as C′X .
(iii) The cone CX is rational and of maximal dimension in the subspace of CH2(X)⊗Q

generated by the special cycles of codimension 2.
(iv) The cones CX and C′X intersect only at the origin. Moreover, if the accumulation

cone of CX is enlarged with a non-zero element of C′X , the resulting cone is non-
pointed.

The first point of the previous theorem is proved in Section 1.4.1 as a direct consequence
of [BM19]. The key result to prove the remaining points is Kudla’s modularity conjecture,
recently proved by Bruinier and Raum [BWR15], which enables us to deduce geometric
properties of CX via arithmetic properties of the Fourier coefficients of genus 2 Siegel
modular forms with even weights, as we briefly recall.

Let k be a positive even integer and let Mk
2 (Q) be the finite-dimensional space of

weight k and genus 2 Siegel modular forms with rational Fourier coefficients. For every F
in Mk

2 (Q), we denote the Fourier expansion of F by

F (Z) =
∑
T∈Λ2

cT (F )e2πi tr(TZ),

where Z lies in the Siegel upper-half space H2, and cT (F ) is the rational Fourier coefficient
of F associated to the matrix T ∈ Λ2. The dual spaceMk

2 (Q)∗ is generated by the coefficient
extraction functionals cT , defined for every T ∈ Λ2 as

cT : Mk
2 (Q) −→ Q, F 7−→ cT (F ).
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The main result of [BWR15] implies that the linear map

ψX : M
1+b/2
2 (Q)∗ −→ CH2(X)⊗Q, cT 7−→ {Z(T )},

is well-defined. Note that 1 + b/2 is an even integer, in fact 1 + b/2 ≡ 2 mod 4. This follows
from the well-known classification of even indefinite unimodular lattices.

Definition 1.1.3. The modular cone of weight k is the cone in Mk
2 (Q)∗ defined as

Ck = 〈cT : T ∈ Λ+
2 〉Q≥0

.

The key idea of this chapter is to deduce the properties of the cone of special cy-
cles CX appearing in Theorem 1.1.2 proving analogous properties of the associated modular
cone C1+b/2. In fact, such properties are preserved via the linear map ψX , as we prove in
Section 1.4.1. If the map ψX is injective, then also the pointedness of C1+b/2 is preserved,
hence the cone CX is pointed; see Remark 1.4.11 for more information on the injectivity
of ψX .

In Section 1.5, we provide a complete classification of all possible accumulation rays
of the modular cone Ck, for every integer k > 4 such that k ≡ 2 mod 4. This allows us to
deduce that all accumulation rays of the cone of special cycles CX are generated by rational
linear combinations of intersections of the Hodge bundle ω with certain Heegner divisors.
We make these generators explicit in Section 1.8.

We also prove that whenever the weight k is large enough, the number of accumulation
rays of the modular cone Ck is infinite. This makes Ck very different from its counterpart for
elliptic modular forms in Mk

1 (Q)∗, since the latter has a unique accumulation ray, as proved
in [BM19, Section 3]. Nevertheless, the accumulation cone of Ck is rational polyhedral, as
proved in Section 1.6.

The results on the accumulation rays of the modular cone Ck are deduced via estimates
of the growth of the Fourier coefficients of genus 2 Siegel modular forms, and via the values
assumed by certain ratios of Fourier coefficients of the weight k Siegel Eisenstein series.
The main difficulty arising in genus 2 is the presence of the so-called Klingen Eisenstein
series, which do not appear if only elliptic modular forms are considered, as in [BM19]. The
main resource we use to treat this issue is the recent paper [BD18], where the growth of
the coefficients of the Klingen Eisenstein series is clarified; we refer to Sections 1.2 and 1.3
for the needed background.

In Section 1.7, we prove additional properties of Ck, which allow us to conclude the
proof of Theorem 1.1.2. We furthermore provide a sufficient condition to the polyhedrality
of Ck (hence also of CX); see Theorem 1.7.5. Explicit examples in SageMath suggest that
the hypothesis of Theorem 1.7.5 might be always satisfied. This leads us to the following
conjecture.

Conjecture 1. Suppose that k ≡ 2 mod 4 and k > 4. The cone Ck is polyhedral.

We conclude Section 1.7 reducing the problem of the polyhedrality of Ck to “how a
sequence of rays (R≥0 · cTj )j∈N converges towards the accumulation cone of Ck”, with a
translation of Conjecture 1 into a conjecture on Fourier coefficients of Jacobi cusp forms.

1.2. Elliptic and Jacobi modular forms

To fix the notation, in this section we recall the definitions of elliptic and Jacobi
modular forms. Eventually, we illustrate some properties about positive linear combinations
of coefficients extraction functionals associated to these forms. Such properties will be
essential in Section 1.6 to prove that certain accumulation rays of Ck lies in the interior of
its accumulation cone.
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For the purposes of this thesis, we do not need to consider congruence subgroups, hence
all modular forms here treated are with respect to the full modular groups. Introductory
books are e.g. [Bru+08] and [EZ85].

We begin with elliptic modular forms. The modular group SL2(Z) acts on the upper-half
plane H via the Möbius transformation as

γ =
(
a b
c d

)
: H −→ H, τ 7−→ γ · τ =

aτ + b

cτ + d
,

where γ ∈ SL2(Z). Let k > 2 be an even integer and let f : H → C be a holomorphic
function on the upper-half plane. We say that f is an elliptic (or genus 1) modular form of
weight k if f satisfies f(γ · τ) = (cτ + d)kf(τ) for all τ ∈ H and all γ =

(
a b
c d

)
∈ SL2(Z),

and if it admits a Fourier expansion of the form

f(τ) =
∞∑
n=0

cn(f)qn, where q = e2πiτ .

The complex number cn(f) is the n-th Fourier coefficient of f . We denote the finite-
dimensional complex vector space of weight k elliptic modular forms by Mk

1 . We put the
subscript 1 to recall that these are modular forms of genus 1, avoiding confusion with the
Siegel modular forms we are going to define in Section 1.3. The first examples of such
functions are the (normalized) Eisenstein series

(1.2.1) Ek1 (τ) = 1 +
2

ζ(1− k)

∞∑
n=1

σk−1(n)qn,

where ζ(s) is the Riemann zeta function, and σk−1(n) is the sum of the (k − 1)-powers of
the positive divisors of n.

An elliptic cusp form of weight k is a modular form f ∈ Mk
1 such that its first

Fourier coefficient is trivial, namely c0(f) = 0. We denote by Sk1 the subspace of cusp
forms of weight k. It is well-known that the space of elliptic modular forms decomposes
as Mk

1 = 〈Ek1 〉C ⊕ Sk1 .
We denote by Mk

1 (Q) (resp. Sk1 (Q)) the space of elliptic modular forms (resp. cusp
forms) with rational Fourier coefficients. Since Sk1 admits a basis of cusp forms with rational
coefficients, it turns out that the dimension of Mk

1 (Q) = 〈Ek1 〉Q ⊕ Sk1 (Q) over Q is equal
to the complex dimension of Mk

1 . The dual space Mk
1 (Q)∗ is generated by the coefficient

extraction functionals cn, defined as

cn : Mk
1 (Q) −→ Q, f 7−→ cn(f),

for every n ≥ 0. In [BM19], the authors proved that whenever k ≡ 2 mod 4, the cone
generated by the functionals cn with n ≥ 1 is rational polyhedral in Mk

1 (Q). A key result
used in the cited paper is [BM19, Proposition 3.3], here stated in our setting.

Lemma 1.2.1. Suppose that k ≡ 2 mod 4. There exist a positive integer A and positive
rational numbers ηj, with j = 1, . . . , A, such that

A∑
j=1

ηj · cj |Sk1 (Q) = 0.

Furthermore, the constant A can be chosen arbitrarily large such that the restrictions cj |Sk1 (Q)

generate Sk1 (Q)∗.
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For the purposes of this chapter, we need a slight generalization of Lemma 1.2.1 to Jacobi
forms, as we are going to illustrate.

Jacobi forms play an important role in the study of the Fourier coefficients of Siegel
modular form. As we will recall in the next sections, the Fourier series of a Siegel modular
form can be rewritten in terms of Jacobi forms. This arithmetic property will be translated
into a geometric property of the cone Ck we defined in the introduction. Namely, the
convergence of certain sequences of rays in Ck will be deduced from results on the growth
of Fourier coefficients of Jacobi forms. This is one of the goals of Section 1.5.

Let k > 2 be an even integer, and let m ∈ Z≥0. A holomorphic function φ : H×C→ C
is said to be a Jacobi form of weight k and index m if

φ

(
aτ + b

cτ + d
,

z

cτ + d

)
= (cτ + d)ke

2πimcz2

cτ+d φ(τ, z), for every
(
a b
c d

)
∈ SL2(Z),

φ(τ, z + λτ + µ) = e−2πim(λ2τ+2λz)φ(τ, z), for every (λ, µ) ∈ Z2,

and if φ admits a Fourier expansion of the form

(1.2.2) φ(τ, z) =

∞∑
n=0

∑
r∈Z

4nm−r2≥0

cn,r(φ)qnζr, where q = e2πinτ and ζ = e2πirz.

The complex numbers cn,r(φ) are the Fourier coefficients of φ. We denote by Jk,m the
finite-dimensional complex vector space of such functions. If in the Fourier expansion (1.2.2)
the coefficients c(n,r)(φ) such that 4nm = r2 are zero, then φ is said to be a Jacobi cusp
form. We denote the space of these forms by Jcusp

k,m .
First explicit examples of Jacobi forms are the Jacobi Eisenstein series. We avoid to

define them explicitly in this thesis, we refer instead to [EZ85, Section 2] for a detailed
introduction. The subspace generated by the Jacobi Eisenstein series is denoted by JEis

k,m.
By [EZ85, Theorem 2.4], the space of Jacobi forms of even weight k > 2 decomposes into

(1.2.3) Jk,m = JEis
k,m ⊕ J

cusp
k,m .

In analogy with the case of elliptic modular forms, the spaces JEis
k,m and Jcusp

k,m admit a
basis of Jacobi forms with rational Fourier coefficients. We denote the associated spaces of
Jacobi forms with rational coefficients by JEis

k,m(Q) and Jcusp
k,m (Q), respectively. An analogous

decomposition as (1.2.3) holds also over Q.
The dual space Jk,m(Q)∗ is generated by the Jacobi coefficient extraction functionals cn,r,

defined as
cn,r : Jk,m(Q) −→ Q, φ 7−→ cn,r(φ),

for every n ≥ 0 and r ∈ Z such that 4nm− r2 ≥ 0.
The slight generalization of Lemma 1.2.1 previously announced is the following.

Lemma 1.2.2. Suppose that k ≡ 2 mod 4. For every positive integer m there exist a
positive integer A and positive rational numbers µn,r such that

(1.2.4)
∑

1≤n≤A

∑
r∈Z

4nm−r2>0

µn,rcn,r|Jcusp
k,m (Q) = 0.

Furthermore, the constant A can be chosen arbitrarily large such that the restrictions
cn,r|Jcusp

k,m (Q) generate Jcusp
k,m (Q)∗.
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Proof. If φ ∈ Jk,m(Q), then the map on H defined as φ(τ, 0) lies in Mk
1 (Q); see

e.g. [EZ85, Section 3]. Its Fourier expansion is

φm(τ, 0) =
∞∑
n=0

(∑
r

cn,r(φ)
)
qn.

The previous sums over r are finite, because c(n, r) 6= 0 implies r2 ≤ 4nm. Since the finite
sum

∑
r cn,r|Jcusp

k,m (Q) extracts the n-th Fourier coefficient of the elliptic modular form φ(τ, 0)

for any Jacobi cusp form φ and any n ≥ 1, it is enough to apply Lemma 1.2.1 to such sum
of functionals to conclude the proof. �

1.3. Siegel modular forms of genus 2

We briefly recall Siegel modular forms, which are the counterpart of elliptic modular
forms in several variables. For the aim of this thesis, we treat only the genus 2 case.

The Siegel upper-half space H2 is the set of 2 × 2 symmetric matrices over C with
positive definite imaginary part. It is a simply connected open subset of C3. The symplectic
group Sp4(R) acts on H2 as a group of automorphisms by

g : Z 7−→ g · Z = (AZ +B)(CZ +D)−1,

for every Z ∈ H2, where we decompose g ∈ Sp4(R) in 2 × 2 matrices as g =
(
A B
C D

)
.

Let k ≥ 4 be an even integer. The symplectic group Sp4(R) acts also on the space of
complex-valued functions F : H2 → C via the so-called |k-operator, defined as

(F |kg)(Z) = det(CZ +D)−kF (g · Z),

for every g ∈ Sp4(R). A Siegel modular form of weight k (and genus 2) is a holomorphic
function F : H2 → C that satisfies the transformation law

F |kγ = F, for every γ ∈ Sp4(Z).

We denote the finite-dimensional complex vector space of these forms by Mk
2 . By the

Koecher Principle, every Siegel modular form admits a Fourier expansion. We denote by Λ2

the set of symmetric half-integral positive semi-definite matrices of order 2, namely

Λ2 =
{
T =

(
n r/2
r/2 m

)
: n, r,m ∈ Z and T ≥ 0

}
,

and by Λ+
2 the subset of matrices which are positive definite. The Fourier expansion of

any F ∈Mk
2 is indexed over Λ2 as

(1.3.1) F (Z) =
∑
T∈Λ2

cT (F )e2πi tr(TZ).

The complex numbers cT (F ) are the Fourier coefficients of F . If the Fourier expansion
is supported on Λ+

2 , then F is called a Siegel cusp form. We denote the subspace of cusp
forms in Mk

2 by Sk2 .
The group GL2(Z) acts on Λ2 via the action T 7→ ut·T ·u, where u ∈ GL2(Z) and T ∈ Λ2,

preserving Λ+
2 . The Fourier coefficients of Siegel modular forms of even weight are invariant

with respect to this action, namely cT (F ) = cut·T ·u(F ) for every F ∈Mk
2 . We say that a

matrix T =
( n r/2
r/2 m

)
∈ Λ2 is reduced if 0 ≤ r ≤ m ≤ n.

Remark 1.3.1. The orbit of the subset of reduced matrices via the action of GL2(Z) is the
whole Λ2. For this reason, the study of the Fourier coefficients of Siegel modular forms (of
even weight) restricts to the ones associated to reduced matrices.
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Our definition of reduced matrix is slightly different from the one in the literature. In
fact, the reduced matrices are usually constructed to be representatives in Λ2 with respect
to the action of SL2(Z), fulfilling the weaker condition |r| ≤ m ≤ n. In our case, in virtue
of Remark 1.3.1, we may consider the action of the whole GL2(Z) on Λ2. In particular, we
may suppose r to be non-negative.

In analogy with the case of elliptic and Jacobi modular forms, the spaces Mk
2 and Sk2

admit a basis of Siegel modular forms with rational Fourier coefficients. We denote the Q-
vector spaces generated by these bases by Mk

2 (Q) and Sk2 (Q), respectively.
The dual space Mk

2 (Q)∗ is generated by the Siegel coefficient extraction functionals cT ,
defined for every T ∈ Λ2 as

cT : Mk
2 (Q) −→ Q, F 7−→ cT (F ).

An important feature of the Siegel modular forms is that their Fourier expansions can
be rewritten via Jacobi modular forms. That is, every F ∈Mk

2 admits a Fourier–Jacobi
expansion

(1.3.2) F (Z) =
∞∑
m=0

φm(τ, z)e2πimτ ′ ,

where Z = ( τ z
z τ ′ ) ∈ H2, and φm ∈ Jk,m is the m-th Fourier–Jacobi coefficient of F .

Whenever we want to highlight that φm is a coefficient of F ∈Mk
2 , we write φFm. Clearly,

if F ∈ Mk
2 (Q), then φm ∈ Jk,m(Q), and if F ∈ Sk2 , then φm ∈ Jcusp

k,m . Furthermore,

if T =
( n r/2
r/2 m

)
, then the T -th Fourier coefficient of F coincides with one of the Fourier

coefficients of φm, more precisely cT (F ) = cn,r(φm).

1.3.1. Siegel Eisenstein series. This section is a focus on the Siegel Eisenstein series Ek2 of
genus 2 and even weight k ≥ 4. We deal with the Fourier coefficients ak2(T ) of Ek2 associated
to positive definite matrices T and certain ratios of the form ak2

( n r/2t

r/2t m/t2

)/
ak2
( n r/2
r/2 m

)
, for

some positive t. The possible limits of these ratios, where t is fixed and with respect to
sequences of matrices of increasing determinant, are essential to classify the accumulation
rays of the cone generated by the coefficient extraction functionals indexed over Λ+

2 , and
are extensively used in Section 1.5.1.

Definition 1.3.2. Let P0 be the Siegel parabolic subgroup of Sp4(Z). The (normalized)
Siegel Eisenstein series of even weight k ≥ 4 is defined as

Ek2 : H2 −→ C, Z 7−→
∑(

A B
C D

)
∈P0\Sp4(Z)

det(CZ +D)−k.

It is well-known that Ek2 is a Siegel modular form of weight k. We denote its Fourier
expansion by

Ek2 (Z) =
∑
T∈Λ2

ak2(T )e2πi tr(TZ).

We reserve the special notation ak2(T ) for the Fourier coefficients of Ek2 , instead of cT (Ek2 ),
since they play a key role in the whole theory.

To state the Coefficient Formula of ak2(T ), we need to recall some definitions. An
integer D is said to be a fundamental discriminant if either D ≡ 1 mod 4 and squarefree,
orD ≡ 4s for some squarefree integer s ≡ 2 or 3 mod 4. Its associated Dirichlet character χD
is the one given by the Kronecker symbol

(
D
·
)
.

Definition 1.3.3 (See [Coh75, Section 2]). Let r and N be non-negative integers, with r
positive. The Cohen H-function H(r,N) is defined as follows. If N > 0 and (−1)rN ≡ 0

7



or 1 mod 4, we decompose N = −Dc2 with D a fundamental discriminant. In this case we
set

H(r,N) = L(1− r, χD)
∑
d|c

µ(d)χD(d)dr−1σ2r−1(c/d).

If N = 0, then H(r, 0) = ζ(1− 2r).

Lemma 1.3.4 (Coefficient Formula, see [EZ85, p. 80]). The Fourier coefficients of the
Siegel Eisenstein series Ek2 are rational and given by

(1.3.3) ak2(T ) =

{
2

ζ(1−k)ζ(3−2k)

∑
d|(n,r,m) d

k−1H
(
k − 1, 4 detT

d2

)
, if T 6= 0,

1, if T = 0,

for any T =
( n r/2
r/2 m

)
∈ Λ2.

The value ak2 ( n 0
0 0 ) coincide with the n-th Fourier coefficient of the (normalized) elliptic

Eisenstein series (1.2.1). The following lemma summarizes well-known properties of ak2(T ).

Lemma 1.3.5. The Fourier coefficients of the Siegel Eisenstein series Ek2 satisfy the
following properties.

(i) Suppose that k ≡ 2 mod 4 and T ∈ Λ2 \ {0}. If detT > 0, resp. detT = 0,
then ak2(T ) is a positive, resp. negative, rational number.

(ii) Suppose that k ≡ 0 mod 4 and T ∈ Λ2 \ {0}. If detT > 0, resp. detT = 0,
then ak2(T ) is a negative, resp. positive, rational number.

(iii) There exist positive constants c1 and c2 such that

c1 det(T )k−3/2 < |ak2(T )| < c2 det(T )k−3/2, for every T > 0.

We will usually refer to Lemma 1.3.5 (iii) saying that ak2(T ) has the same order of
magnitude of det(T )k−3/2, usually abbreviated as ak2(T ) � det(T )k−3/2.

Proof. The proof of first two points is a simple check using the Coefficient Formula.
The idea is to show that all values of the H-function appearing in Formula (1.3.3) have the
same sign if detT > 0 (resp. detT = 0). This can be proved by induction on the number
of prime factors of 4 det(T )/d2, or via the equivalent definition of the H-function given
in [Coh75, Section 2]. We follow the latter argument.

(i) Suppose that detT > 0, then 4 detT ≡ 0 or −1 mod 4. Decompose the H-function
in h-functions as in [Coh75, Section 2], that is

H(k − 1, 4 detT ) =
∑

d2|4 detT

h(k − 1, 4 detT/d2).

Under the hypothesis that k ≡ 2 mod 4, the h-functions are defined as

h(k − 1, 4 detT ) = (k − 2)!22−kπ1−k(4 detT )k−3/2L(k − 1, χ−4 detT ),

for every T ∈ Λ+
2 . Clearly, the sign of h(k − 1, 4 detT ) depends on the sign of the

last factor, which is positive since

L(k − 1, χ−4 detT ) :=

∞∑
n=1

χ−4 detT (n)

nk−1
=
∏
p

1

1− χ−4 detT (p)

pk−1

≥
∏
p

1

1 + 1
pk−1

> 0.

Suppose now detT = 0, then H(k − 1, 0) = ζ(3− 2k) and

ak2(T ) =
2

ζ(1− k)
σk−1

(
gcd(n, r,m)

)
.

Since ζ(1−k) = (−1)k−1Bk/k and k−1 ≡ 1 mod 4, where Bk is the k-th Bernoulli
number, the coefficient ak2(T ) is negative.
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(ii) It is analogous to the previous one. If k ≡ 0 mod 4, then the decomposition in h-
functions is as above but with a factor of −1, changing the sign of H(k−1, 4 detT ),
for every.

(iii) This is well-known; see e.g. [Das16, Remark 2.2]. �

Remark 1.3.6. Let k ≥ 4 be an even integer and let F ∈ Sk2 be a Siegel cusp form.
Suppose that (Tj)j∈N is a sequence of matrices in Λ2 of increasing determinant, that is,
such that detTj → +∞ when j → +∞. As explained e.g. in [Das16, Section 1.1.1], the
growth of the Fourier coefficients (cTj (F ))j∈N is estimated by the Hecke bound as

cTj (F ) = OF
(

det(Tj)
k/2
)
.

By Lemma 1.3.5 (iii), we deduce that the Fourier coefficients ak2(Tj) of the Siegel Eisenstein
series Ek2 grow faster than cTj (F ) when j →∞, for every cusp form F ∈ Sk2 and for every
sequence of matrices (Tj)j of increasing determinant.

1.3.2. Siegel series and ratios of Fourier coefficients. The aim of this section is to
provide a classification of certain quotients of coefficients of Siegel Eisenstein series, and
their limits over sequences of matrices with increasing determinant. The idea is to simplify
the explicit formulas of these ratios using the so-called Siegel series. These results will play
a key role in Section 1.5 and Section 1.7, namely to classify the accumulation rays of the
modular cone Ck and to translate the polyhedrality of Ck in terms of weight k Jacobi cusp
forms. We suggest the reader to skip this rather technical section during the first reading.

We begin with an introduction on Siegel series. If a is a non-zero integer, we denote
by νp(a) the maximal power of p dividing a.

Definition 1.3.7. Let T =
( n r/2
r/2 m

)
∈ Λ+

2 and let D be the fundamental discriminant
such that 4 detT = −Dc2. For every prime p, we define α1(T, p) = νp

(
gcd(n, r,m)

)
and α(T, p) = νp(−4 detT/D)/2 = νp(c). The local Siegel series Fp(T, s) is defined as

Fp(T, s) =

α1(T,p)∑
`=0

p`(2−s)
( α(T,p)−`∑

w=0

pw(3−2s) − χD(p)p1−s
α(T,p)−`−1∑

w=0

pw(3−2s)

)
,

where s ∈ C and χD(n) =
(
D
n

)
is the Dirichlet character associated to the Kronecker

symbol
(
D
·
)
.

Conventionally, any sum from zero to a negative number is zero. We remark that if p
does not divide −4 detT , then Fp(T, s) = 1.

Sometimes, in the literature, the definition of the local Siegel series differs from ours by
a factor, more precisely it is defined as

bp(T, s) = γp(T, s)Fp(T, s), where γp(T, s) =
(1− p−s)(1− p2−s)

1− χD(p)p1−s ;

see [Kat99] and [Kau59, p. 473, Hilfssatz 10]. For our purposes, the factor γp(T, s) plays no
role.

Definition 1.3.8. Let T ∈ Λ+
2 . The Siegel series FT (s) is the product of local Siegel series

FT (s) =
∏

p|4 detT

Fp(T, s).

Using Siegel series, we may rewrite some of the Fourier coefficients ak2(T ) of Siegel
Eisenstein series, as stated in the following result; see [Kau59].
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Proposition 1.3.9. Let T ∈ Λ+
2 and let k ≥ 4 be an even integer. We may rewrite the

Fourier coefficient of the Siegel Eisenstein series Ek2 associated to the matrix T as

ak2(T ) =
2L(2− k, χD)

ζ(1− k)ζ(3− 2k)
· FT (3− k),

where D is the fundamental discriminant such that 4 detT = −Dc2.

We conclude this section with some results on quotients of certain Fourier coefficients
of Ek2 and their possible limits, as previously announced. To simplify the explanation, for
every positive integer t and every

(1.3.4) T =
(

n r/2
r/2 m

)
∈ Λ+

2 , we define T [t] =
(

n r/2t

r/2t m/t2

)
.

Lemma 1.3.10. Let T =
( n r/2
r/2 m

)
be a matrix in Λ+

2 and let k ≥ 4 be an even integer.
If t is a positive integer such that t 6= 1, t|r and t2|m, then

(1.3.5)
ak2(T [t])

ak2(T )
=
∏
p|t

Fp(T
[pνp(t)], 3− k)

Fp(T, 3− k)
.

Moreover 0 < ak2(T [t])/ak2(T ) < 1.

Proof. Let D be the fundamental discriminant such that 4 detT [t] = −Dc2, then
4 detT = 4t2 detT [t] = −D(tc)2, hence the fundamental discriminants associated to T
and T [t] are equal. We use Proposition 1.3.9 to deduce

ak2(T [t])

ak2(T )
=
FT [t](3− k)

FT (3− k)
=
∏
p|t

Fp(T
[t], 3− k)

Fp(T, 3− k)
·
∏
p-t

Fp(T
[t], 3− k)

Fp(T, 3− k)
.(1.3.6)

Let p be a prime such that p does not divide t, then

α1(T, p) = νp(gcd(n, r,m)) = νp(gcd(n, r/t,m/t2) = α1(T [t], p).

Analogously, we deduce α(T, p) = α(T [t], p). This implies that Fp(T [t], 3− k) = Fp(T, 3− k)
for every p which does not divide t, hence the last factor in (1.3.6) simplifies to 1.

Suppose now that p divides t. Since α(T [t], p) = α(T [pνp(t)], p) and

α1(T [t], p) = νp
(

gcd(n, r/t,m/t2)
)

= νp
(

gcd(n, r/pνp(t),m/p2νp(t))
)

= α1(T [pνp(t)], p),

we deduce that (1.3.6) simplifies to (1.3.5). Furthermore, since k > 4, the value Fp(T, 3−k)

is positive for every T ∈ Λ+
2 . Moreover, since α1(T [t], p) ≤ α1(T, p) and α(T [t], p) = νp(c) is

less than α(T, p) = νp(ct), then Fp(T [t], 3−k) < Fp(T, 3−k). This concludes the proof. �

We want to classify all possible limits of ratios of the form (1.3.5), indexed over a
sequence of matrices (Tj)j∈N in Λ+

2 , with increasing determinant and fixed bottom-right
entry. To do so, we need to define certain special limits associated to such families. For the
purposes of this chapter, we may consider only reduced matrices.

Proposition 1.3.11. Let k ≥ 4 be even and let m be a positive integer. Consider a sequence
of reduced matrices

(
Tj =

( nj rj/2
rj/2 m

))
j∈N

in Λ+
2 , of increasing determinant. Suppose that

a prime p is chosen such that ps|rj and p2s|m for some positive integer s. If the sequence
of ratios ak2(T

[ps]
j )/ak2(Tj) converges to a value λps and α(Tj , p) diverges when j →∞, then

the sequence
{(
α1(T

[ps]
j , p), α1(Tj , p)

)}
j∈N is eventually constant and

(1.3.7) λps = ps(3−2k) · 1− p(2−k)(α1(T
[ps]
j ,p)+1)

1− p(2−k)(α1(Tj ,p)+1)
,
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for j large enough.

We remark that for different values of α1(Tj , p) and α1(T
[ps]
j , p), the ratio (1.3.7) assumes

different values.

Definition 1.3.12. Let k ≥ 4 be even and let m be a positive integer. For all positive
integers s and all primes p such that p2s divides m, the special limits (of weight k and
index m) associated to ps are the limits of ratios arising as in Proposition 1.3.11. We denote
by Lsp

k,m(ps) the set of these special limits.

As we are going to see with Proposition 1.3.16, the elements of Lsp
k,m(ps) are those limits

of ratios which can be obtained only asymptotically, since they are not ratios of Fourier
coefficients of Ek2 arising from any matrix in Λ+

2 . For this reason, we call them “special”.

Remark 1.3.13. Let k ≥ 4 be even and let m be a positive integer. Since α1(Tj , p)

and α1(T
[ps]
j , p) can assume only a finite number of values in (1.3.7), the set Lsp

k,m(ps) is
finite for every positive integer s and every prime p such that p2s divides m.

Proof of Proposition 1.3.11. The local Siegel series evaluated in s = 3− k is

Fp(T, 3− k) =

α1(T,p)∑
`=0

p`(k−1)

(
α(T,p)−`∑
w=0

pw(2k−3)

︸ ︷︷ ︸
(∗)

−χD(p)pk−2

α(T,p)−`−1∑
w=0

pw(2k−3)

︸ ︷︷ ︸
(∗∗)

)
.

We remark that (∗) and (∗∗) are two different truncates of a geometric series. Since the
truncate of a geometric series can be computed as

∑n
i=0 r

i = 1−rn+1

1−r for every r 6= 1, then

Fp(T,3− k) =

α1(T,p)∑
`=0

p`(k−1)

(
1−

(
p2k−3

)α(T,p)−`+1

1− p2k−3
− χD(p)pk−2 1−

(
p2k−3

)α(T,p)−`

1− p2k−3

)
=

=
1

1− p2k−3

α1(T,p)∑
`=0

p`(k−1)
(

1− χD(p)pk−2 +
(
χD(p)pk−2 − p2k−3

)
p(α(T,p)−`)(2k−3)

)
=

=
1

1− p2k−3

(
(1− χD(p)pk−2)

α1(T,p)∑
`=0

p`(k−1)

︸ ︷︷ ︸
(?)

+

+ (χD(p)pk−2 − p2k−3)pα(T,p)(2k−3)

α1(T,p)∑
`=0

p`(2−k)

︸ ︷︷ ︸
(??)

)
.

The terms (?) and (??) are truncates of two different geometric series. Computing their
values, we deduce

(1.3.8)

Fp(T, 3− k) =
1

1− p2k−3

( (
1− χD(p)pk−2

)(
1− p(k−1)(α1(T,p)+1)

)
1− pk−1︸ ︷︷ ︸

(♣)

−

− pα(T,p)(2k−3)︸ ︷︷ ︸
(♠)

(
p2k−3 − χD(p)pk−2

)1− p(2−k)(α1(T,p)+1)

1− p2−k︸ ︷︷ ︸
(♣♣)

)
.
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Let (Tj)j∈N be a sequence of reduced matrices in Λ+
2 with bottom-right entry fixed

to m and increasing determinant, such that α(Tj , p) → ∞ when j → ∞. We want to
study the asymptotic behavior of Fp(Tj , 3 − k) with respect to j → ∞ via (1.3.8). The
terms (♣) and (♣♣) are independent from α(Tj , p), and they remain bounded since α1(Tj , p)
and χDj (p) assume only a finite number of values. In contrast, the value of (♠) diverges
if j →∞, since k > 4 by hypothesis. This implies that

(1.3.9) Fp(Tj , 3− k) ∼ pα(Tj ,p)(2k−3) ·
(
p2k−3 − χDj (p)pk−2

)(
1− p(2−k)(α1(Tj ,p)+1)

)(
p2k−3 − 1

)(
1− p2−k

) ,

if j →∞.
We conclude the proof studying the asymptotic behavior of the ratios ak2(T

[ps]
j )/ak2(Tj).

We compute these ratios via the local Siegel series and (1.3.9), deducing

ak2(T
[ps]
j )

ak2(Tj)
=
Fp(T

[ps]
j , 3− k)

Fp(Tj , 3− k)
∼ p(3−2k)(α(Tj ,p)−α(T

[ps]
j ,p) 1− p(α1(T

[ps]
j ,p)+1)(2−k)

1− p(α1(Tj ,p)+1)(2−k)
,

when j →∞. Since α(Tj , p) = α(T
[ps]
j , p) + s, the claim follows. �

Corollary 1.3.14. Let k ≥ 4 be an even integer and let (Tj)j∈N be a sequence of reduced
matrices in Λ+

2 of increasing determinant, of the form Tj =
( nj rj/2
rj/2 m

)
, where m is a

fixed positive integer. Suppose that a prime p is chosen such that p2s|m for some positive
integer s. There exists a positive constant Cps such that if

(1.3.10)
ak2(T

[ps]
j )

ak2(Tj)
−−−→
j→∞

λps

for some λps , then either λps = 0, and this happens only when the entries rj are eventually
not divisible by ps, or Cps < λps < 1. Furthermore, if λps is not a special limit in Lsp

k,m(ps),

the sequence of ratios ak2(T
[ps]
j )/ak2(Tj) is eventually constant equal to λps .

Proof. By Lemma 1.3.5, the limit λps is non-negative. If eventually ps - rj , then the
numerators of the ratios in (1.3.10) are eventually zero, and λps = 0. From now on, we
suppose that eventually ps divides rj .

The value of Fp(Tj , 3 − k) depends only on α1(Tj , p), α(Tj , p) and the fundamental
discriminant Dj such that −4 detTj = Djc

2
j . The value of Dj influences Fp(Tj , 3 − k)

only via χDj (p), which can assume only three values. Also the values of α1(Tj , p) are
finite, because α1(Tj , p) = νp(gcd(nj , rj ,m)) with m fixed. Only α(Tj , p) can diverge
if j → ∞. If α(Tj , p) does not diverge, then clearly there are only finitely many val-
ues that Fp(T

[ps]
j , 3− k)/Fp(Tj , 3− k) can assume, and they are strictly positive; see

Lemma 1.3.10. In this case, the sequence of ratios (ak2(T
[ps]
j /ak2(Tj))j∈N is eventually

constant. If α(Tj , p) diverges, then the limit λps is a special limit in Lsp
k,m(ps) by Proposi-

tion 1.3.11. �

Definition 1.3.15. Let k and m be positive integers, with k ≥ 4 even. For every positive
integer s and every prime p such that p2s divides m, we denote by Lk,m(ps) the set of all
limits of ratios

ak2(T
[ps]
j )

ak2(Tj)
−−−→
j→∞

λps ,

arising as in Corollary 1.3.14.

We remark that Lsp
k,m(ps) ⊆ Lk,m(ps) ⊂ [0, 1)∩Q and that 0 ∈ Lk,m(ps). The following

result clarifies the structure of Lk,m(ps).
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Proposition 1.3.16. Let k, s and m be positive integers, with k ≥ 4 even. Let p be a
prime such that p2s divides m. The set Lk,m(ps) is infinite, and splits into a disjoint union
as
(1.3.11)

Lk,m(ps) =

{
ak2(T [ps])

ak2(T )
: T ∈ Λ+

2 reduced with bottom-right entry m

}∐
Lsp
k,m(ps).

In particular, the special limits in Lsp
k,m(ps) are not the values of ratios ak2(T [ps])/ak2(T )

in Lk,m(ps) associated to reduced matrices T ∈ Λ+
2 with bottom-right entry m.

Proof. The proof is divided in two steps. With the former, we prove that Lk,m(ps) is
infinite, and that the special limits in Lsp

k,m(ps) are never the value of a ratio ak2(T [ps])/ak2(T )

for any reduced matrix T in Λ+
2 with bottom-right entry m. With the latter step, we prove

that the values of such ratios are the elements of Lk,m(ps) \ Lsp
k,m(ps).

First step. The idea is to find a sequence of sequences of matrices

(1.3.12)
(

(Tj,0)j∈N, (Tj,1)j∈N, . . . , (Tj,x)j∈N, . . .
)
x∈N

,

where the Tj,x are pairwise different reduced matrices of Λ+
2 , such that for any fixed x the

sequence (Tj,x)j∈N is of increasing determinant, with

α(Ti,x, p) = α(Tj,x, p) and α(Tj,x, p) 6= α(Tj,y, p),

for every i, j, x, y ∈ N with x 6= y.
There exist infinitely many reduced matrices Mx in Λ+

2 of increasing determinant
and with pairwise different values of α(Mx, p). In fact, we may choose Mx =

(
p2x 0
0 m

)
with x ≥ x0, for some x0 such that p2x0 ≥ m, for which we have

−4 detMx = −4mp2x = D(cpx)2,

where we decompose −4m = Dc2 with D a fundamental discriminant. It is clear
that α(Mx, p) = νp(c) + x assumes different values for different choices of x ≥ x0. From
any such Mx, we construct the family of reduced matrices

Tj,x =

(
(p+ 1)2jp2x 0

0 m

)
, where j ∈ N.

Since T0,x = Mx for every x ≥ x0, we deduce that

(1.3.13)

−4 detTj,x = −4 detMx · (p+ 1)2j = D(cpx(p+ 1)j)2

α(Tj,x, p) = νp
(
cpx(p+ 1)j

)
= νp(cp

x) = α(Mx, p)

α1(Tj,x, p) = νp
(

gcd(p2x(p+ 1)2j ,m)
)

= νp
(

gcd(p2x,m)
)

= α1(Mx, p),

for every j ∈ N and for every x ≥ x0. Analogous equalities are satisfied with T [ps]
j,x and M [ps]

x

in place of Tj,x and Mx, respectively. By Lemma 1.3.10, the equalities (1.3.13) imply that
the sequence of ratios

(1.3.14)
(ak2(T

[ps]
j,x )

ak2(Tj,x)

)
j∈N

=
(Fp(T [ps]

j,x , 3− k)

Fp(Tj,x, 3− k)

)
j∈N

is constant for every x ≥ x0. This implies that the ratio ak2(M
[ps]
x )/ak2(Mx) is an element

of Lk,m(ps) for every x ≥ x0.
Since α(Mx, p)→∞ when x→∞, then by Proposition 1.3.16 we deduce that

(1.3.15)
ak2(M

[ps]
x )

ak2(Mx)
−→ λps ∈ Lsp

k,m(ps), if x→∞,
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that is, the value λps is a special limit.
We are ready to prove that Lk,m(ps) is infinite. Suppose that it is not. Then the

number of values assumed by the constant sequences (1.3.14) with x ≥ x0 is finite. We
deduce from (1.3.15) that there exist x̃ ≥ x0 and a special limit λps ∈ Lsp

k,m(ps) such

that Fp(M
[ps]
x , 3− k)/Fp(Mx, 3− k) = λps for every x ≥ x̃. The rational number λps ,

as fraction in lowest terms, has denominator always divisible by p. In fact, we may
rewrite (1.3.7) as

λps =
p(k−2)

(
α1(Mx,p)−α1(M

[p]
x ,p)

)
ps(2k−3)

· p
(k−2)

(
α1(M

[ps]
x ,p)+1

)
− 1

p(k−2)(α1(Mx,p)+1) − 1
.

This fraction, if reduced in lowest terms, has denominator divisible by p, since k ≥ 4

and α1(Mx, p)− α1(M
[ps]
x , p) ≤ 2s.

Since both Fp(Mx, 3− k) and Fp(M
[ps]
x , 3− k) are integers, the power of p dividing the

denominator of λps , as fraction in lowest term, must eventually divide Fp(Mx, 3− k), for
every x ≥ x̃. This is not possible, since Fp(Mx, 3− k) is not divisible by p. In fact, under
the hypothesis k > 4, we deduce via simple congruences modulo p that

(1.3.16) Fp(Mx, 3− k) ≡ 1− χD(p)pk−2(1− δ0,α1(Mx,p)) ≡ 1 mod p,

for every x ≥ x̃. Hence Lk,m(ps) must be infinite.
Since (1.3.16) is satisfied for every T ∈ Λ+

2 in place of Mx, we deduce that the special
limits in Lsp

k,m(ps) can not be obtained as ratios ak2(Tps)/a
k
2(T ) for any T ∈ Λ+

2 reduced
with bottom-right entry m.

Second step. Let T =
( n r/2
r/2 m

)
be a reduced matrix in Λ+

2 . Consider the sequence of
reduced matrices (Tj)j∈N, where Tj is defined as

Tj =

(
n− j(r2 − 4nm) r/2

r/2 m

)
.

We remark that T0 = T , and that detTj →∞ when j →∞. We decompose −4 detT = Dc2,
where D is a fundamental discriminant and deduce that

(1.3.17) − 4 detTj = r2− 4m
(
n− j(r2− 4nm)

)
= (r2− 4nm)(4mj+ 1) = Dc2(4mj+ 1).

Let (Tx)x be the sub-sequence of (Tj)j∈N such that 4mx+ 1 is a perfect square. We denote
the latter by c2

x, with cx positive. There are infinitely many natural numbers x satisfying
this condition. In fact, we may choose x = y(my + 1), where y is a positive integer, since
in this case

4mx+ 1 = 4my(my + 1) + 1 = (2my + 1)2.

We deduce from (1.3.17) that the matrices of the sequence (Tx)x satisfy

−4 detTx = Dc2(4mx+ 1) = D(c · cx)2,

therefore
α(Tx, p) = νp(c · cx) = νp(c) = α(T0, p),

since c2
x = 4mx+ 1 and p divides m.

We claim that α1(Tx, p) = α1(T, p). To prove it, we firstly remark that

α1(Tx, p) = νp
(

gcd(n− xDc2, r,m)
)

= min{νp(n− xDc2), νp(r), νp(m)}.

Clearly pα1(T,p)|Dc2. If α1(T, p) = νp(n), then also α1(T, p) = νp(n − xDc2) for every
index x of the sub-sequence (Tx)x. If α1(T, p) 6= νp(n), then pα1(T,p)|(n−xDc2) for every x,
hence α1(T, p) = min{νp(n− xDc2), νp(r), νp(m)}. These imply what we claimed above.
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Since α1(T
[ps]
x , p) = α1(T [ps], p) and α(T

[ps]
x , p) = α(T [ps], p) for every x, the sequence

of ratios (ak2(T
[ps]
x )

ak2(Tx)

)
x

=
(Fp(T [ps]

x , 3− k)

Fp(Tx, 3− k)

)
x

is constant. This implies that the value of the ratios ak2(T [ps])/ak2(T ) is an element of Lk,m(ps).
Since T was chosen arbitrarily among the reduced matrices in Λ+

2 with m as bottom-right
entry, the proof is concluded. �

The remaining part of this section aims to generalize the previous results, replacing the
limits of ratios λps by tuples of limits of ratios, indexed over the positive integers t such
that t2 divides m.

Corollary 1.3.17. Let k ≥ 4 be an even integer and let
(
Tj =

( nj rj/2
rj/2 m

))
j∈N be a sequence

of reduced matrices in Λ+
2 of increasing determinant, where the bottom-right entries are

fixed to a positive integer m. Let t be a positive integer such that t2|m and that

ak2(T
[t]
j )

ak2(Tj)
−−−→
j→∞

λt

for some λt. There exists a positive constant Ct, depending on t, such that either λt = 0,
and this happens only when the entries rj are eventually not divisible by t, or Ct < λt < 1.
There exist also a sub-sequence (Ti)i of (Tj)j∈N and λpνp(t) ∈ Lk,m(ps) for every prime
divisor p of t, such that

(1.3.18)
ak2
(
T

[pνp(t)]
i

)
ak2(Ti)

−−−→
i→∞

λpνp(t) and λt =
∏
p|t

λpνp(t) .

Furthermore, if λpνp(t) is a non-special limit for every p, then the sequence (ak2(T
[t]
i )/ak2(Ti))i

is eventually equal to λt.

Proof. It is a consequence of Lemma 1.3.10. The result follows as in Corollary 1.3.14,
working on each factor appearing on the right-hand side of (1.3.5) applied with Tj in place
of T . �

Definition 1.3.18. Let m be a positive integer and let t0 = 1 < t1 < · · · < td be the
divisors of m such that t2i |m for all i. We denote by Lk,m the set of tuples of rational
numbers (λt1 , . . . , λtd) for which there exists a sequence of reduced matrices (Tj)j∈N in Λ+

2 ,
with increasing determinant and bottom-right entry m, such that

ak2(T
[ti]
j )

ak2(Tj)
−−−→
j→∞

λti , for every i = 1, . . . , d.

We say that a tuple (λt1 , . . . , λtd) in Lk,m is a special tuple of limits (of weight k and
index m) if there exists a i such that ti = ps for some prime p and some positive integer s,
and such that λti is a special limit in Lsp

k,m(ps). We denote by Lsp
k,m the set of these special

tuples of limits.

Let (λt1 , . . . , λtd) be a tuple of limits in Lk,m. If t is a divisor of m such that t2|m and
with prime decomposition t = ps11 · · · psxx , then both t and the powers of primes of the prime
decomposition of t appear among the ti’s. Moreover λt =

∏x
j=1 λp

sj
j

by Corollary 1.3.17.
The tuples in Lk,m will be used in Section 1.5 to index the accumulation rays of the

modular cone Ck associated to sequences of matrices with bottom-right entries fixed to m.
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We conclude this section with the following generalization of Proposition 1.3.16, which
shows that the tuples of ratios of Siegel Eisenstein series associated to the same matrix
in Λ+

2 lie in some Lk,m.

Corollary 1.3.19. Let k and m be positive integers, with k ≥ 4 even. We denote by
t0 = 1 < t1 < · · · < td the divisors of m such that t2i |m for all i. If d ≥ 1, i.e. m is
non-squarefree, then the set Lk,m is infinite, and splits into a disjoint union as

Lk,m=

{(
ak2(T [t1])

ak2(T )
, . . . ,

ak2(T [td])

ak2(T )

)
: T ∈ Λ+

2 reduced with bottom-right entry m
}∐

Lsp
k,m.

Furthermore, if m is divisible by the squares of two different primes, then also Lsp
k,m is

infinite.

Proof. In the second step of the proof of Proposition 1.3.16, we proved that for
every T =

( n r/2
r/2 m

)
in Λ+

2 , the sequence of reduced matrices with increasing determinant(
Tj =

( n−j(r2−4nm) r/2
r/2 m

))
j∈N
⊂ Λ+

2

contains a sub-sequence (Tx)x such that (ak2
(
T

[ps]
x

)
/ak2(Tx))x is a constant sequence. This

implied that the value ak2(T [ps])/ak2(T ) lies in Lk,m(ps) for every reduced matrix T in Λ+
2 .

We remark that the definition of the matrices Tj does not depend on the chosen power
of prime ps. We recall that the matrices Tx were chosen to be the ones in (Tj)j∈N such
that 4mj + 1 is a perfect square. Also this choice does not depend on the power of
prime ps. This means that the sequence (ak2

(
T

[ps]
x

)
/ak2(Tx))x is constant for every ps. By

Corollary 1.3.17, we deduce that the sequence of tuples((ak2(T [t1]
x

)
ak2(Tx)

, . . . ,
ak2
(
T

[td]
x

)
ak2(Tx)

))
x

is constant. This implies that
(1.3.19){(

ak2(T [t1])

ak2(T )
, . . . ,

ak2(T [td])

ak2(T )

)
: T ∈ Λ+

2 reduced with bottom-right entry m
}
⊆ Lk,m.

Since the number of values of the ratios ak2(T [t1])/ak2(T ), with T in Λ+
2 reduced and

with bottom-right entry m, is infinite by Proposition 1.3.16, then also Lk,m is infinite.
Any tuple in Lsp

k,m has an entry which is a special limit λps in Lk,m(ps) associated to a
power of a prime ps such that p2s|m. By Proposition 1.3.16, the limit λps is not the value
of a ratio ak2(T [ps])/ak2(T ) for any reduced matrix T in Λ+

2 with bottom-right entry m. This
implies that the subset of Lk,m appearing in (1.3.19) is disjoint with Lsp

k,m.
We conclude the proof showing that if m is divisible by the squares of two different

primes, then also Lsp
k,m is infinite. We suppose without loss of generality that t1 and t2 are two

different primes. We follow the same idea of the first step in the proof of Proposition 1.3.16.
For every j and x in N, let Tj,x be the reduced matrix in Λ+

2 defined as

Tj,x =

(
t2j2 · t2x1 0

0 m

)
.

The tuple

(1.3.20)
(
ak2(T

[t1]
j,x )

ak2(Tj,x)
,
ak2(T

[t2]
j,x )

ak2(Tj,x)
, . . . ,

ak2(T
[td]
j,x )

ak2(Tj,x)

)
16



is an element of Lk,m for every j, x ∈ N, as we showed at the beginning of this proof. For
every choice of j, the limit

λt1,j = lim
x→∞

ak2(T
[t1]
j,x )

ak2(Tj,x)

is a special limit in Lsp
k,m(t1). We recall that ak2(T

[t2]
j,x )/ak2(Tj,x) = ak2(T

[t2]
j,x̃ )/ak2(Tj,x̃) for

every x, x̃ large enough. This was actually proven using (1.3.13) in the proof of Proposi-
tion 1.3.16. Hence, there exist tuples in Lsp

k,m of the form

(1.3.21)
(
λt1,j ,

ak2(T
[t2]
j,x )

ak2(Tj,x)
, . . .

)
for some x large enough. By Proposition 1.3.16, the number of values assumed by the
second entry of (1.3.21), with j → ∞, is infinite. In fact limj→∞ a

k
2(T

[t2]
j,x )/ak2(Tj,x) is a

special limit in Lsp
k,m(t2). This implies that there are infinitely many special tuples of limits

of the form (1.3.21) in Lsp
k,m. �

1.3.3. Klingen Eisenstein series. Any elliptic modular form f ∈Mk
1 of even weight k

can be written in a unique way as the sum of a multiple of the Eisenstein series Ek1 , and
a cusp form g ∈ Sk1 , that is, there exists a complex numbers a such that f = aEk1 + bg.
The same decomposition holds for the Fourier coefficients of f . Namely, we can decom-
pose cn(f) = a · cn(Ek1 ) + cn(g) for every natural number n. It is well-known that the
coefficients of Ek1 grow faster than the coefficients of any cusp form, with respect to n→∞.
This means that if f is not a cusp form, then the relevant part for the growth of cn(f) is given
by its Eisenstein part. Such a clean decomposition is characteristic of elliptic modular forms,
and does not hold for Siegel modular forms. The main obstacles are the so-called Klingen
Eisenstein series, whose coefficient growths behave sometimes as for the Siegel Eisenstein
series Ek2 and sometimes as for cusp forms, depending on the chosen sequences of matrices
of increasing determinant. In the recent paper [BD18], Böcherer and Das have proposed an
extensive study of the growth of these coefficients. The aim of this section is to clarify the
previous issue and to recall from [BD18] the necessary results for the purposes of this chapter.

We denote by C2,1 the Klingen parabolic subgroup of Sp4(Z), defined as

C2,1 =
{
γ ∈ Sp4(Z) : γ =

( ∗ ∗
01,3 ∗

) }
.

Definition 1.3.20. Let k > 4 be an even integer. Given an elliptic cusp form f ∈ Sk1 , the
Klingen Eisenstein series of weight k attached to f is defined as

Ek2,1(f, Z) =
∑

γ∈C2,1\ Sp4(Z)

det(CZ +D)−kf
(
(γ · Z)∗

)
,

where we denote by Z∗ the upper-left entry of Z ∈ H2, and where γ =
(
A B
C D

)
.

It is well-known that Klingen Eisenstein series are Siegel modular forms. We use the
special notation ak2(f, T ) for the Fourier coefficient of Ek2,1(f) associated to the matrix T
in Λ2. The subspace of Klingen Eisenstein series is denoted by Nk

2 . This subspace has
complex dimension equal to the one of Sk1 , and any basis is of the form Ek2,1(f1), . . . , Ek2,1(f`)

for some basis f1, . . . , f` of Sk1 . Moreover, if f ∈ Sk1 (Q), then also Ek2,1(f) has rational
Fourier coefficients.

Remark 1.3.21. Any Fourier coefficient of Ek2,1(f) associated to a singular matrix in Λ2

is equal to a coefficient of the elliptic cusp form f , as we briefly recall. If T ∈ Λ2 is singular,
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then there exist u ∈ GL2(Z) and n ∈ N such that

ut · T · u = ( n 0
0 0 ) .

By Remark 1.3.1, we deduce that

(1.3.22) ak2(f, T ) = ak2 (f, ( n 0
0 0 )) .

It is well-known that the coefficient appearing on the right-hand side of (1.3.22) equals cn(f);
see e.g. [Kli90, Section 5, Proposition 5].

The Structure Theorem for Siegel modular forms [Kli90, Theorem 2, p. 73] allows us to
decompose the space of Siegel modular forms in

(1.3.23) Mk
2 = 〈Ek2 〉C ⊕Nk

2 ⊕ Sk2 ,
with analogous decomposition of Mk

2 (Q) over Q. We highlighted in Remark 1.3.6 some
bounds for the growth of the Fourier coefficients of Ek2 and the cusp forms in Sk2 . We
provide now the missing bounds for the Klingen Eisenstein series in Nk

2 . The following
result is a first attempt in this direction; see [Kit79, Theorem p. 113, Corollary p. 120].

Proposition 1.3.22. Let k > 4 be an even integer and let (Tj)j∈N be a sequence of
matrices in Λ+

2 of increasing determinant. For every elliptic cusp form f ∈ Sk1 , the Fourier
coefficients of the associated Klingen Eisenstein series Ek2,1(f) satisfy the bound

ak2(f, Tj) = O
(

det(Tj)
k−3/2

)
, for j →∞.

Proposition 1.3.22, jointly with Remark 1.3.6, ensures that the Fourier coefficients of
any Klingen Eisenstein series of weight k > 4 do not grow faster than the coefficients of the
Siegel Eisenstein series of the same weight. This is not enough for our purposes. In fact, we
need to know with respect to which sequences (Tj)j∈N in Λ+

2 the coefficients ak2(f, Tj) grow
with the same order of magnitude of ak2(Tj). We illustrate here a solution of this problem
following the wording of [BD18].

Let k > 4 be an even integer and let f ∈ Sk1 . We write the Fourier–Jacobi expansion
of Ek2,1(f) as Ek2,1(f, Z) =

∑
m φm(τ, z)e2πimτ ′ , where Z = ( τ z

z τ ′ ) ∈ H2. For every m, the
Fourier–Jacobi coefficient φm decomposes as a sum of its Eisenstein and cuspidal parts,
respectively Ek,m ∈ JEis

k,m and φ0
m ∈ J

cusp
k,m , that is,

(1.3.24) φm = Ek,m + φ0
m.

This implies the decomposition of Fourier coefficients

(1.3.25) ak2(f, T ) = cn,r(Ek,m) + cn,r(φ
0
m), for every T =

(
n r/2
r/2 m

)
∈ Λ2.

The idea is to deduce the growth of ak2(f, T ) from the growth of the two members
appearing on the right-hand side of (1.3.25). The next result connects the growth of the
Eisenstein part cn,r(Ek,m) with the one of the coefficients of the Siegel Eisenstein series.

Proposition 1.3.23 (See [BD18, Theorem 6.8]). The Eisenstein part of ak2(f, T ) appearing
in (1.3.25) can be further decomposed as

cn,r(Ek,m) =
ζ(1− k)

2

∑
t2|m

αm(t, f) · ak2
(

n r/2t
r/2t m/t2

)
,

where we use the usual convention that ak2
(

n r/2t

r/2t m/t2

)
= 0 whenever t does not divide r,

and

(1.3.26) αm(t, f) =
∑
`|t

µ(t/`)
g(f,m/`2)

gk(m/`2)
,
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for which we defined the auxiliary functions

(1.3.27)

g(f,m) =
∑
y2|m

µ(y)cm/y2(f),

gk(m) =
∑
y2|m

µ(y)σk−1(m/y2) = mk−1
∏
p|m

(1 + p−k+1).

We conclude this section with a bound for the cuspidal part cn,r(φ0
m).

Proposition 1.3.24 (See [BD18, Corollary 6.5]). For all sequences
(
Tj =

( nj rj/2
rj/2 mj

))
j∈N

of reduced matrices in Λ+
2 of increasing determinant, the cuspidal part of ak2(f, Tj) appearing

in (1.3.25) satisfies the bound

cnj ,rj (φ
0
mj ) = O

(
det(Tj)

k/2+1/4+ε
)
,

for every ε > 0.

1.4. Background on cones

In this section we introduce the cones of special cycles of codimension two on orthogonal
Shimura varieties associated to unimodular lattices, and the cone of coefficient extraction
functionals of Siegel modular forms. Eventually, we explain how to deduce geometric
properties of the former via the ones of the latter. To fix the notation, we briefly recall the
needed background on cones.

Let V be a non-trivial finite-dimensional vector space over Q, and let G be a non-empty
subset of V . The (convex) cone generated by G is the smallest subset of V that contains G
and is closed under linear combinations with non-negative coefficients. We denote it either
by CQ(G), or by 〈G〉Q≥0

. If there exists a finite subset G′ ⊆ G such that CQ(G′) = CQ(G),
we say that the cone CQ(G) is polyhedral (or finitely generated). A cone is said to be pointed
if it contains no lines.

The convex hull of G is the smallest convex subset of V containing G. It is denoted
by ConvQ(G), and coincides with the set of all convex combinations of elements of G, namely

ConvQ(G) =

{∑
g∈J

xg · g : J ⊆ G is finite,
∑
g∈J

xg = 1 and xg ∈ Q≥0

}
.

Analogous definitions holds over R.
For simplicity, from now on we suppose that CQ(G) is full-dimensional in V . The R-

closure of CQ(G) is the topological closure CQ(G) = CQ(G)⊗Q R of CQ(G) in the vector
space V ⊗ R endowed with the Euclidean topology. The boundary rays of CQ(G) are the
rays of CQ(G) lying on its boundary. An extremal ray of CQ(G) is a boundary ray of CQ(G)

that does not lie in the interior of any subcone of CQ(G) of dimension higher than one. We
say that CQ(G) is a rational cone if all its extremal rays can be generated by vectors of V .

A ray r of V ⊗ R is said to be an accumulation ray of CQ(G) with respect to the set
of generators G if there exists a sequence of pairwise different generators (gj)j∈N in G
such that R≥0 · gj → r when j → ∞. Clearly, all accumulation rays lie in CQ(G). The
accumulation cone of CQ(G) with respect to G is defined as the subcone of CQ(G) generated
by the accumulation rays of CQ(G) with respect to G. If there is no accumulation ray, it is
defined as the trivial cone {0}.

Clearly, all previous definitions extend also to cones defined on real vector spaces.
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Example 1.4.1. Consider the subset of Q2 defined as
G1 = {(1, a) : a ∈ [0, 1] ∩Q},
G2 = {(1, a) : a ∈ [0, 1) ∩Q},
G3 = {(1, a) : a ∈ [0, π) ∩Q}.

The cone CQ(G1) is rational and polyhedral, with extremal rays R≥0 · (1, 0) and R≥0 · (1, 1).
The cone CQ(G2) is rational but non-polyhedral, and its R-closure CQ(G2) is rational and
polyhedral. The cone CQ(G3) is neither rational nor polyhedral, while its R-closure is
polyhedral but non-rational.

In Section 1.7, we will study how infinitely many extremal rays of a cone could converge
towards an accumulation cone. Along this process, it is important to keep in mind that
even if a sequence of extremal rays converges, the boundary ray obtained as a limit does
not have to be extremal. This behavior, which can happen only in dimension higher than 3,
is illustrated in the following example.

Example 1.4.2. Let c be the semicircle in R3 defined as c = {(cos θ, sin θ, 0) : θ ∈ [0, π]},
and let A = (1, 0, 1) and B = (1, 0,−1). We define the convex hull G = ConvR(c ∪ {A,B})
and the inclusion ι : R3 → R4 by (x, y, z) 7→ (x, y, z, 1). The cone CR(ι(G)) is a full-
dimensional pointed cone in R4, with extremal rays

R≥0 · ι(A), R≥0 · ι(B) and R≥0 · ι(P ) for all P ∈ c− {(1, 0, 0)}.
In fact, every vector of the boundary ray R≥0 · ι(1, 0, 0) is a non-negative combination of
some vectors lying on the two extremal rays given by ι(A) and ι(B). Let (θj)j∈N be a
sequence of pairwise different elements in the interval (0, π) converging to 0. The sequence
of extremal rays R≥0 · ι(cos θj , sin θj , 0) converges to the boundary ray R≥0 · ι(1, 0, 0), which
is non-extremal.

Let ψ : V →W be a linear map of Q-vector spaces of finite dimensions. If a cone C ⊂ V
is rational, resp. polyhedral, then also the cone ψ(C) ⊂ W is rational, resp. polyhedral.
Nevertheless, there are properties of C that may not be preserved by ψ. In fact, as shown
in the following example, there are linear maps ψ mapping a pointed cone C to a cone
that contains a line, and mapping the accumulation cone of C with respect to a set of
generators G, to a cone that is not the accumulation cone of ψ(C) with respect to the set of
generators ψ(G).

Example 1.4.3. Let Pj = (1, 1/t, 0) ∈ R3, for every positive integer j, and let

A = (1, 0, 0), B = (0, 1, 0), C = (0, 0, 1).

We define C as the cone in R3 generated by the set

G = {A,B,C} ∪ {Pt : t ∈ Z>0}.
Let π : R3 → R2, (x, y, z) 7→ (x, z), and let Π: R2 → R be the projection to the line
generated by the vector (1,−1) in R2. We define the linear map ψ : R3 → R as the
composition Π ◦ π. The cone C is pointed, but its image ψ(C) is not. The accumulation
cone of C with respect to G is given by the ray R≥0 · A, which maps to a non-trivial ray
via ψ. However, since the set ψ(G) is finite, the accumulation cone of ψ(C) with respect
to ψ(G) is trivial.

The following result provides a sufficient condition for the contraction of an accumulation
ray via a linear map. It will be used in Section 1.4.2 to show that many of the properties
of the cone of special cycles are inherited from the cones of coefficients of Siegel modular
forms; see Corollary 1.4.10.
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Lemma 1.4.4. Let ψ : V → W be a linear map of Euclidean vector spaces of finite
dimensions, and let (vj)j∈N be a sequence of pairwise different vectors in V . Suppose
that vj = rje+ ṽj, for some rj ∈ R>0 and e, ṽj ∈ V , such that

e ⊥ ṽj , rj →∞, and
ṽj
rj
→ 0.

If
(
ψ(vj)

)
j∈N is a constant sequence in W , then ψ(e) = 0. In particular, the accumulation

ray R≥0 · e arising from the sequence of vectors (vj)j is contracted by ψ.

Proof. Since ψ(vj−v0) = 0 for every j ∈ N, we may divide both terms of such equality
by rj , and deduce that

(1.4.1) 0 = ψ
(vj − v0

rj

)
= ψ

(
e+

ṽj
rj

+
v0

rj

)
.

Since both ṽj/rj and v0/rj tends to zero when j →∞ by hypothesis, the right-hand side
of (1.4.1) tends to ψ(e), hence ψ(e) = 0. �

1.4.1. Cones of special cycles of codimension 2. In this section, we define the cones
of special cycles associated to orthogonal Shimura varieties. We restrict the illustration to
cycles of codimension two on varieties associated to unimodular lattices. The relationship
with Siegel modular forms is provided in Section 1.4.2.

Let X be a normal irreducible complex space of dimension b. A cycle Z of codimension g
in X is a locally finite formal linear combination

Z =
∑

nY Y, nY ∈ Z,

of distinct closed irreducible analytic subsets Y of codimension g in X. The support of
the cycle Z is the closed analytic subset supp(Z) =

⋃
nY 6=0 Y of pure codimension g. The

integer nY is the multiplicity of the irreducible component Y of supp(Z) in the cycle Z.
If X is a manifold, and Γ is a group of biholomorphic transformations of X acting

properly discontinuously, we may consider the preimage π∗(Z) of a cycle Z of codimension g
on X/Γ under the canonical projection π : X → X/Γ. For any irreducible component Y
of π−1

(
supp(Z)

)
, the multiplicity nY of Y with respect to π∗(Z) equals the multiplicity

of π(Y ) with respect to Z. This implies that π∗(Z) is a Γ-invariant cycle, meaning that
if π∗(Z) =

∑
nY Y , then

γ
(
π∗(Z)

)
:=
∑

nY γ(Y ) equals π∗(Z), for every γ ∈ Γ.

Note that we do not take account of possible ramifications of the cover π.
We now focus on orthogonal Shimura varieties associated to unimodular lattices. Let L

be an even non-degenerate unimodular lattice of signature (b, 2). We denote by (·,·) the
bilinear form of L, and by q the quadratic form defined as q(λ) = (λ, λ)/2, for every λ ∈ L.
The b-dimensional complex manifold

Db = {z ∈ L⊗ C \ {0} : (z, z) = 0 and (z, z̄) < 0}/C∗ ⊂ P(L⊗ C)

has two connected components. The action of the group of the isometries of L, denoted
by O(L), extends to an action on Db. We choose a connected component of Db and denote
it by D+

b . We define O+(L) as the subgroup of O(L) containing all isometries which
preserve D+

b .
Let Γ a subgroup of finite index in O+(L). The orthogonal Shimura variety associated

to Γ is
XΓ = Γ\D+

b .
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By the Theorem of Baily and Borel, the analytic space XΓ admits a unique algebraic
structure, which makes it a quasi-projective algebraic variety. Each of these varieties
inherits a line bundle from the restriction of the tautological line bundle O(−1) on P(L⊗C)
to D+

b . This is the so-called Hodge bundle, which we denote by ω.
An attractive feature of this kind of varieties is that they have many algebraic cycles.

We recall here the construction of the so-called special cycles; see [Kud97] for further
information. They are a generalization of the Heegner divisors in higher codimension;
see [Bru02, Section 5] for a description of such divisors in a setting analogous to the one of
this thesis.

Recall that Λ2, resp. Λ+
2 , is the set of symmetric half-integral positive semi-definite, resp.

positive definite, 2× 2-matrices. If λ = (λ1, λ2) ∈ L2, the moment matrix of λ is defined
as q(λ) := 1

2

(
(λi, λj)

)
i,j
, where

(
(λi, λj)

)
i,j

is the matrix given by the inner products of the
entries of λ, while its orthogonal complement in D+

b is λ⊥ = λ⊥1 ∩ λ⊥2 . For every T ∈ Λ+
2 ,

the codimension 2 cycle

(1.4.2)

∑
λ∈L2

q(λ)=T

λ⊥

is Γ-invariant in D+
b . Since the componentwise action of Γ on the vectors λ ∈ L2 of fixed

moment matrix T ∈ Λ+
2 has finitely many orbits, the cycle (1.4.2) descends to a cycle of

codimension 2 on XΓ, which we denote by Z(T ) and call the special cycle associated to T .
They are preserved via pullbacks of quotient maps π : XΓ′ → XΓ, for every subgroup Γ′

of finite index in Γ. This is the reason why we usually drop Γ from the notation, writing
only Z(T ) instead of Z(T )Γ.

Remark 1.4.5. An analogous construction works for matrices T ∈ Λ2, where the associated
special cycles have codimension rk(T ). The divisors Z ( n 0

0 0 ) of XΓ, where n is a positive
integer, are the so-called Heegner divisors, usually denoted by Hn. These, together with ω∗,
are the special cycles of codimension one of XΓ, and their classes generate the whole Pic(XΓ),
as proved in [Ber+17, Corollary 3.8].

If Z is a cycle of codimension r in XΓ, we denote by {Z} its rational class in the Chow
group CHr(XΓ), and by [Z] its cohomology class in Hr,r(XΓ). By Poincaré duality, we
may consider [Z] as a linear functional on the cohomology space of compactly supported
closed (r, r)-forms on XΓ; see e.g. [Ber+17, Section 8.1].

Eventually, we define the cones of special cycles we treat in this thesis.

Definition 1.4.6. Let XΓ be an orthogonal Shimura variety associated to a non-degenerate
even unimodular lattice of signature (b, 2), with b > 2. The cone of special cycles (of
codimension 2) on XΓ is the cone in CH2(XΓ)⊗Q defined as

CXΓ
= 〈{Z(T )} : T ∈ Λ+

2 〉Q≥0
,

while the cone of rank one special cycles (of codimension 2) on XΓ is

C′XΓ
= 〈{Z(T )} · {ω∗} : T ∈ Λ2 and rk(T ) = 1〉Q≥0

.

Whenever we refer to the accumulation cones of CXΓ
and C′XΓ

, we implicitly consider
them with respect to the set of generators of CXΓ

and C′XΓ
used in Definition 1.4.6.

Although it is still unclear whether CH2(XΓ)⊗Q is finite-dimensional, it is known that
the span over Q of the special cycles of codimension two is of finite dimension; see [BWR15,
Corollary 6.3]. In particular, both CXΓ

and C′XΓ
are of finite dimension.

The cone C′XΓ
is pointed, rational, and polyhedral. We provide a proof based on the

main result of [BM19] at the end of this section. In Section 1.4.2, we will explain how to
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deduce these properties using the Fourier coefficients of Siegel modular forms associated
to singular matrices. The main property of C′XΓ

is that it has only one accumulation ray,
which is generated by an internal point of the R-closure of C′XΓ

.
The geometry of CXΓ

is more interesting, although more complicated. We prove in
Section 1.4.2 that the accumulation cone of CXΓ

is pointed, rational, and polyhedral, deducing
the rationality of CXΓ

. The explicit classification of all accumulation rays of CXΓ
is provided

in Section 1.8.
The rational class {ω∗}2 ∈ CH2(XΓ) does not appear neither in the set of generators

of CXΓ
nor in the one of C′XΓ

. It will be clear at the end of Section 1.5 that it is contained
in the interior of CXΓ

. The properties of CXΓ
and C′XΓ

stated above are summarized in
Theorem 1.1.2.

As we explain in Section 1.4.2, the properties of the cones of special cycles appearing
in Theorem 1.1.2 are strictly connected with the analogous properties of certain cones of
coefficient extraction functionals of Siegel modular forms. While working with rational
classes of cycles on a variety is notoriously hard, the coefficient extraction functionals of
Siegel modular forms can be computed explicitly over a basis of Mk

2 . In this chapter, we
use the arithmetic properties of such functionals to prove Theorem 1.1.2. We will see
also how the polyhedrality problem of CXΓ

can be studied with Siegel modular forms via
Conjecture 1.

We conclude this section with the proof of the first part of our main result.

Proof of Theorem 1.1.2 (i). The cone

C̃ = 〈{Z(T )} : T ∈ Λ2 and rk(T ) = 1〉Q≥0

is the cone in Pic(XΓ)⊗Q generated by the Heegner divisors {Hn}. In fact, since

Z(T ) = Z(ut · T · u) for every u ∈ GL2(Z),

we deduce that for every T ∈ Λ2 of rank one there exists a positive integer n such
that {Z(T )} is equal to {Z ( n 0

0 0 )}. The latter is the Heegner divisor Hn; see Remark 1.4.5.
The intersection map

ρ : Pic(XΓ)⊗Q −→ CH2(XΓ)⊗Q, {Hn} 7−→ {Hn} · {ω∗} = {Z ( n 0
0 0 )} · {ω∗},

is linear and maps C̃ to C′XΓ
. By [BM19, Theorem 3.4] the former cone is rational, polyhedral,

and of dimension dimMk
1 . Since ρ is linear, also C′XΓ

is rational, polyhedral, and of dimension
at most dimMk

1 .
We conclude the proof showing that the dimension of C̃ and its pointedness are preserved

via ρ. To do so, it is enough to show that ρ is injective. Consider the commutative diagram

Pic(XΓ)⊗Q CH2(XΓ)⊗Q

H1,1(XΓ,Q) H2,2(XΓ,Q)

ρ

cl1 cl2

σ

where the vertical arrows are the cycle maps, and σ is the map induced by the exterior
product with −ω. By [Ber+17, Corollary 3.8], the map cl1 is an isomorphism, and by the
Hard Lefschetz Theorem, the map σ is injective, hence ρ is injective as well. We remark that
the Hard Lefschetz Theorem on the quasi-projective variety XΓ can be deduced in terms of
its analogous [Max19, Corollary 9.2.3] for the intersection cohomology of the Baily–Borel
compactification XΓ

BB of XΓ. In fact, the intersection cohomology group IHr(XΓ
BB
,C) is

isomorphic to Hr(XΓ,C) for every r < b− 1, as proved in [Loo88] [SS90], and the Kähler
class of XΓ is identified with the Chern class of an ample line bundle in XΓ

BB; see [Ber+17,
Sections 2.4 and 2.5] for further information. �
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1.4.2. Cones of coefficient extraction functionals and modularity. Let k > 4 be an
even integer. Recall that we denote by Mk

2 (Q) the space of weight k Siegel modular forms
of genus 2 with rational Fourier coefficients, and by cT the coefficient extraction functional
associated to a matrix T ∈ Λ2; see Section 1.3 for further information.

Definition 1.4.7. The modular cone of weight k is the cone in the dual space Mk
2 (Q)∗

defined as
Ck = 〈cT : T ∈ Λ+

2 〉Q≥0
,

while the rank one modular cone of weight k is

C′k = 〈cT : T ∈ Λ2 and rk(T ) = 1〉Q≥0
.

Whenever we refer to the accumulation cones of Ck and C′k, we implicitly consider the
ones with respect to the set of generators of Ck and C′k appearing in Definition 1.4.7.

The following proposition is the key result to relate the cones of functionals with the
cones of special cycles; see also [WR15, Corollary 1.8].

Proposition 1.4.8. Let XΓ be an orthogonal Shimura variety associated to a non-degenerate
even unimodular lattice of signature (b, 2), with b > 2. The map

ψΓ : M
1+b/2
2 (Q)∗ −→ CH2(XΓ)⊗Q, cT 7−→ {Z(T )} · {ω∗}2−rk(T ),

is well-defined and linear.

Proof. The function over H2 defined as

ΘΓ(Z) =
∑
T∈Λ2

{Z(T )} · {ω∗}2−rk(T )e2πi tr(TZ)

is a Siegel modular form of weight 1 + b/2 with values in CH2(XΓ)⊗ C. This follows from
the so-called Kudla’s Modularity Conjecture, proved for the case of genus 2 in [WR15],
and for general genus in [BWR15]. The previous compact formulation is equivalent to the
following one; see [WR15, Corollary 6.2]. For every linear functional f ∈ (CH2(XΓ)⊗ C)∗,
the formal Fourier expansion

ΘΓ,f (Z) :=
∑
T∈Λ2

f
(
{Z(T )} · {ω∗}2−rk(T )

)
e2πi tr(TZ)

is a Siegel modular form of weight 1 + b/2.
Let {Tj}sj=1 be a finite set of matrices in Λ2. Suppose that there exist complex

numbers λj such that
∑

j λjcTj = 0 in
(
M

1+b/2
2

)∗, or equivalently that
∑

j λjcTj (F ) = 0,

for every F ∈M1+b/2
2 . We deduce that

s∑
j=1

λjcTj (ΘΓ,f ) =
s∑
j=1

λjf
(
{Z(Tj)} ·{ω∗}2−rk(Tj)

)
= f

( s∑
j=1

λj{Z(Tj)} ·{ω∗}2−rk(Tj)
)

= 0,

for every functional f . This implies that the complex extension of ψΓ is a homomorphism.
Since the complex space M1+b/2

2 admits a basis of Siegel modular forms with rational
Fourier coefficients, the restriction ψΓ over Q is well-defined. �

Theorem 1.4.9. Let k > 4 be an even integer such that k ≡ 2 mod 4.
(i) The rank one modular cone C′k is pointed, rational, polyhedral, and of the same

dimension as Mk
1 .

(ii) The accumulation cone of the modular cone Ck is pointed, rational, polyhedral, and
of the same dimension as Mk

1 .
(iii) The cone Ck is pointed, rational, and of the same dimension as Mk

2 .
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(iv) The cones Ck and C′k intersect only at the origin. Moreover, if the cone Ck is
enlarged with a non-zero element of Ck, the resulting cone is non-pointed.

Let ψΓ be as in Proposition 1.4.8. The images via ψΓ of the cones C1+b/2 and C′1+b/2

are CXΓ
and C′XΓ

, respectively. Note that since the variety XΓ is associated to a unimodular
lattice of signature (b, 2), the weight 1 + b/2 is an even integer congruent to 2 mod 4.

By means of Lemma 1.4.4, we may deduce the following non-trivial properties of CXΓ

via the ones of Ck.

Corollary 1.4.10. The accumulation cone of CXΓ
is pointed, and every accumulation ray

of Ck maps via ψΓ to an accumulation ray of CXΓ
. Moreover, the accumulation cones of Ck

and CXΓ
have the same dimension.

Proof. Let ι : Mk
1 (R)∗ → Mk

2 (R)∗, be the embedding defined as cn 7→ c(n 0
0 0

), for
every n ∈ N. Consider the commutative diagram

Mk
1 (R)∗ Mk

2 (R)∗

Pic(XΓ)⊗ R CH2,2(XΓ)⊗ R

ι

ψ′Γ ψΓ

ρ

where ρ is the map given by the intersection with {ω∗}, and ψ′Γ is the analogous of ψΓ

for Heegner divisors in XΓ, namely it maps cn 7→ {Hn}, for every positive integer n,
and c0 7→ {ω∗}. As explained in [BM19, Section 4], the map ψ′Γ is an isomorphism. In
fact, also the composition of ψ′Γ with the cycle map is so. Since the map induced by ρ in
cohomology is injective by the Hard Lefschetz Theorem, we deduce that ρ is injective as
well.

We will see in Section 1.6 that the accumulation cone Ak of Ck is pointed and contained
into the image of the embedding ι. Since the diagram above is commutative, and ρ ◦ ψ′Γ is
injective, we deduce that ψΓ embeds Ak into CH2(XΓ)⊗ R, therefore ψΓ(Ak) is pointed
and of dimension dimMk

1 .
We conclude the proof by showing that every accumulation ray of Ck maps to an

accumulation ray of CXΓ
via ψΓ. Suppose this is not the case, namely there exists an

accumulation ray r of Ck such that ψΓ(r) is not an accumulation ray of CXΓ
. This means

that there exists a sequence (Tj)j∈N of reduced matrices in Λ+
2 of increasing determinant,

such that the functionals cTj are pairwise different and R≥0 · cTj → r, but such that the
sequence of cycles

(
{Z(Tj)}

)
j∈N is constant. Let e be a generator of the accumulation

ray r. We decompose cTj = rje + ṽj , for some rj ∈ R and some ṽj orthogonal to e.
Since R≥0 · cTj → R≥0 · e, we deduce that rj is eventually positive, and that ṽj/rj → 0

when j → +∞. Moreover, since cTj (Ek2 ) → ∞ by Lemma 1.3.5, we deduce that also rj
diverges. By Lemma 1.4.4, the map ψΓ contracts the ray r. But this is not possible, since ψΓ

is injective on Ak, as proved at the beginning of this proof. �

Remark 1.4.11. The problem of the pointedness of the whole cone CXΓ
is more subtle.

As shown in Theorem 1.4.9, the modular cone Ck is pointed. However, the map ψΓ might
contract some of the rays of Ck, making CXΓ

non-pointed. This is not the case if e.g. ψΓ

is injective. Such injectivity is a non-trivial open problem. It seems reasonable it may be
tackled proving the injectivity of the Kudla–Millson lift of genus 2, as explained in [Bru02]
for the counterpart of ψΓ for elliptic modular forms. This open problem motivates Chapter 3
and Chapter 4 of the present work.

Since the rationality and the polyhedrality are geometric properties of cones which are
preserved by linear maps between vector spaces over Q, our main Theorem 1.1.2 follows
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from Theorem 1.4.9 and Corollary 1.4.10. We remark that the polyhedrality of the cone of
special cycles CXΓ

is implied by Conjecture 1.
We conclude this section with the proof of Theorem 1.4.9 (i). The remaining points of

Theorem 1.4.9 are proven in the following sections.

Proof of Theorem 1.4.9 (i). If the matrix T ∈ Λ2 has rank one, then there ex-
ists u ∈ GL2(Z) such that ut · T · u = ( n 0

0 0 ), for some n ∈ N. We denote the latter matrix
by M(n), by simplicity. Since cT = cutTu for every u ∈ GL2(Z), we deduce that

C′k = 〈{cM(n) : n ∈ Z>0}〉Q≥0
.

As basis of Mk
2 (Q), we choose

Ek2 , E
k
2,1(f1), . . . , Ek2,1(f`), F1, . . . , F`′ ,

where f1, . . . , f` is a basis of Sk1 (Q) and F1, . . . , F`′ is a basis of Sk2 (Q), on which we rewrite
the functionals cM(n) as

(1.4.3) cM(n) =
(
ak1(n), cn(f1), . . . , cn(f`), 0, . . . , 0

)t ∈ Qdim(Mk
2 ).

Here we used the well-known fact that the Fourier coefficient of the Siegel Eisenstein
series Ek2 associated to M(n) is the n-th coefficient of the elliptic Eisenstein series Ek1 .
Analogously, the coefficients of the Klingen Eisenstein series Ek2,1(f) associated to the
matrix M(n) coincide with the coefficients cn(f), for all elliptic cusp forms f . In fact, the
images of Ek2 and Ek2,1(f) via the Siegel Φ-operator are respectively Ek1 and f ; see e.g.
[Kli90, Section 5].

Let C̃k be the cone of coefficient extraction functionals of elliptic modular forms defined as

C̃k = 〈cn : n ∈ Z>0〉Q≥0
⊂Mk

1 (Q)∗.

It is clear from (1.4.3) that the cone C′k is the embedding in QdimMk
2 of the cone C̃k

written over the basis Ek1 , f1, . . . , f`. The latter is pointed, rational, polyhedral, and of
dimension dimMk

1 by [BM19, Theorem 3.4]. Hence, also C′k satisfies the same properties. �

1.5. The accumulation rays of the modular cone

We fix, once and for all, a weight k > 4 such that k ≡ 2 mod 4. The purpose of
this section is to classify the accumulation rays of the modular cone Ck. For simplicity, we
represent the functionals cT over a chosen basis of Mk

2 (Q) of the form

(1.5.1) Ek2 , E
k
2,1(f1), . . . , Ek2,1(f`), F1, . . . , F`′ ,

where the Klingen Eisenstein series Ek2,1(fj) are associated to a basis f1, . . . , f` of elliptic
cusp forms of Sk1 (Q), and F1, . . . , F`′ is a basis of Siegel cusp forms of Sk2 (Q). With respect
to the basis (1.5.1), we may rewrite the functional cT as column vectors

cT =
(
ak2(T ), ak2(f1, T ), . . . , ak2(f`, T ), cT (F1), . . . , cT (F`′)

)t ∈ QdimMk
2 .

Recall that we denote by ak2(T ) and ak2(fj , T ) the T -th Fourier coefficient associated to Ek2
and Ek2,1(fj) respectively, in contrast with the coefficients cT (Fi) of cusp forms.

By Proposition 1.3.23, if T =
( n r/2
r/2 m

)
, the coefficients ak2(fj , T ) can be decomposed in

Eisenstein and cuspidal parts as

ak2(fj , T ) =
ζ(1− k)

2
·
∑
t2|m

αm(t, fj)a
k
2(T [t]) + cn,r

(
(φ
fj
m)0

)
.

The notation used in this decomposition is the same of Section 1.3. In particular, the
auxiliary function αm is defined as in (1.3.26), while we denote by (φ

fj
m)0 the cuspidal part
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of the m-th Fourier–Jacobi coefficient associated to Ek2,1(fj). We recall that the matrix
denoted by T [t] is constructed from T as defined in (1.3.4).

Since k ≡ 2 mod 4, the first entry of cT is positive, namely ak2(T ) > 0, by Lemma 1.3.5.
This implies we can rewrite the ray R≥0 · cT , dividing the generator cT by ak2(T ), as

(1.5.2) R≥0 · cT = R≥0 ·



1

ζ ·
∑

t2|m αm(t, f1)
ak2(T [t])

ak2(T )
+

cn,r
(

(φ
f1
m )0
)

ak2(T )
...

ζ ·
∑

t2|m αm(t, f`)
ak2(T [t])

ak2(T )
+

cn,r
(

(φ
f`
m )0
)

ak2(T )
cT (F1)

ak2(T )
...

cT (F`′ )

ak2(T )


,

where we simply write ζ instead of the negative constant ζ(1−k)
2 .

Definition 1.5.1. We denote by Sk the section of the modular cone Ck obtained by
intersecting it with the hyperplane of points with first coordinate 1. Equivalently, it is the
convex subset in Ck of functionals with value 1 on Ek2 .

We present some basic properties of Sk and Ck in the following result.

Proposition 1.5.2. The section Sk is bounded and the modular cone Ck is pointed of
maximal dimension.

Proof. If Sk is unbounded, then there exists a sequence of matrices (Tj)j∈N in Λ+
2

such that one of the entries of the point Sk ∩Q≥0 · cTj diverges when j →∞. This means
that either |ak2(f, Tj)/a

k
2(Tj)| → ∞ or cTj (F )/ak2(Tj)→∞. Both cases are impossible, the

former by Proposition 1.3.22 and Lemma 1.3.5 (iii), the latter by Remark 1.3.6.
The rays in Ck associated to the generators cT intersect Sk in exactly one point;

see (1.5.2). Since Sk is compact, all rays of Ck intersect Sk in one point. These observations
imply that Ck (hence Ck) is pointed.

We prove now that dim Ck = dimMk
2 . It is enough to show that the functionals cT

associated to matrices T ∈ Λ+
2 generate Mk

2 over C. Suppose that this is false. Then, there
exists a non-zero F ∈ Mk

2 such that cT (F ) = 0 for every T ∈ Λ+
2 . Such Siegel modular

forms are called singular. It is well-known that, for k > 4 even, there are no non-zero
singular modular forms; see e.g. [Kli90, Section 8, Theorem 2]. This implies the claim. �

We want to classify all possible accumulation rays of the modular cone Ck. We
recall that a ray r in Ck is an accumulation ray of Ck (with respect to the generators
appearing in Definition 1.4.7) if there exists a family of matrices (Tj)j∈N in Λ+

2 such that
the functionals cTj are pairwise different, and the sequence of rays (R≥0 · cTj )j∈N converges
to r.

To classify the accumulation rays of Ck, we proceed as follows. Let (cTj )j∈N be a
sequence of pairwise different functionals associated to positive definite matrices Tj ∈ Λ+

2 .
Since cTj = cut·Tj ·u for every u ∈ GL2(Z), we may suppose without loss of generality that

the matrices Tj =
( nj rj/2
rj/2 mj

)
are reduced, i.e. the entries satisfy 0 ≤ rj ≤ mj ≤ nj for

every j; see Remark 1.3.1. For every fixed determinant d, there are finitely many reduced
matrices T in Λ+

2 with detT = d. Since the functionals cTj are pairwise different, the
matrices Tj have increasing determinant, i.e. detTj →∞ when j →∞. Suppose that the
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sequence of rays (R≥0 · cTj )j converges. We classify the accumulation rays arising from such
sequences with respect to the chosen family of reduced matrices (Tj)j∈N. In Section 1.5.1,
we treat the cases where the entries mj are eventually constant, equal to some positive m.
In Section 1.5.2, we treat the cases where mj are not eventually constant, bounded or not.

Along the way, we illustrate also some properties that the accumulation rays satisfy.
These are translated into properties of the points of intersection of Sk with the accumulation
rays. In fact, by Proposition 1.5.2, also the accumulation rays intersect Sk in one point.

1.5.1. The case of m fixed. We fix, once and for all, a positive integer m. Let (Tj)j∈N be
a sequence of reduced matrices Tj =

( nj rj/2
rj/2 m

)
in Λ+

2 , of increasing determinant. Suppose
that the sequence of rays (R≥0 · cTj )j is convergent. We rewrite these rays as in (1.5.2),
over the chosen basis (1.5.1). We already observed in Remark 1.3.6 that

cTj (Fs)

ak2(Tj)
−−−−→
j→∞

0,

for every s = 1, . . . , `′. Since the matrices Tj are reduced, by Lemma 1.3.5 (iii) and
Proposition 1.3.24 we deduce that analogously

cnj ,rj
(
(φfsm)0

)
ak2(Tj)

−−−−→
j→∞

0,

for every s = 1, . . . , `. Since the sequence (R≥0 · cTj )j∈N converges by assumption, up
to considering a sub-sequence of (Tj)j∈N, we may suppose that the ratios ak2(T

[t]
j )
/
ak2(Tj)

converge for every square-divisor t of m. In fact, these ratios are bounded between 0 and 1;
see Lemma 1.3.10. We denote by λt the associated limits of ratios.These observations imply
that

(1.5.3) R≥0 · cTj −−−−→
j→∞

R≥0 ·


1

ζ·
∑
t2|m λtαm(t,f1)

...
ζ·
∑
t2|m λtαm(t,f`)

0
...
0


︸ ︷︷ ︸

∈Sk

.

Definition 1.5.3. Let 1 = t0 < t1 < · · · < td be the positive integers whose squares di-
vide m. We denote by Qm(λt1 , . . . , λtd) the point of intersection of Sk and the accumulation
ray obtained in (1.5.3). If m is squarefree, we simply write Qm.

In the notation Qm(λt1 , . . . , λtd), there is no need to keep track neither of λt0 = λ1, since
it is always equal to 1, nor of the chosen sequence of matrices (Tj)j∈N. Note that (λt1 , . . . , λtd)
is a tuple of limits in Lk,m, as studied in Section 1.3.2; see Definition 1.3.18 for more details.

In the remainder of this section, we explain the geometric properties of the accumulation
rays R≥0 · Qm(λt1 , . . . , λtd) in Ck via the ones of the points Qm(λt1 , . . . , λtd) on Sk. We
firstly introduce a piece of notation.

Definition 1.5.4. For every positive integer s, we define the point Vs ∈ QdimMk
2 as

Vs =
(

1, ζ · αs(1, f1), . . . , ζ · αs(1, f`), 0, . . . , 0
)t
.

The points Vs are contained in Sk. In fact, consider a sequence of reduced matri-
ces (Tj)j∈N in Λ+

2 with increasing determinant, such that the bottom-right entry is fixed
to m as above. If the entry rj of Tj is eventually non-divisible by any square-divisor of m
different from 1, then the sequence of rays (R≥0 · cTj )j∈N converges to the accumulation
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ray R≥0 ·Qm(0, . . . , 0). The point Vm coincides exactly with Qm(0, . . . , 0). Hence R≥0 · Vm
is always an accumulation ray of the modular cone Ck.

We remark that if m is non-squarefree, there are infinitely many λt arising as limits of
ratios as above; see Proposition 1.3.16 and Corollary 1.3.19. We are going to prove that,
nevertheless, for every m, the points Qm(λt1 , . . . , λtd) are always contained in the convex
hull of finitely many Vs for some s ≤ m; see Theorem 1.5.6. This is essential to prove that
the accumulation cone of Ck is rational polyhedral.

Lemma 1.5.5. Let λ = (λt1 , . . . , λtd) ∈ Lm,k. The point Qm(λ) may be written as

(1.5.4) Qm(λ) =
d∑
j=0

( ∑
{ti : tj |ti}

µ
( ti
tj

)
λti

)
· Vm/t2j ,

where µ is the Möbius function.

Proof. For every f ∈ Sk1 , we may rewrite the defining sum (1.3.26) of the auxiliary
function αm to deduce that

d∑
j=0

λtjαm(tj , f) =

d∑
j=0

∑
`j |tj

µ
( tj
`j

)
λtjαm/`2j

(1, f) =

d∑
j=0

( ∑
{ti : tj |ti}

µ
( ti
tj

)
λti

)
αm/t2j

(1, f).

If evaluated in f = fi, the left-hand side of the previous formula gives the i+ 1 entry of the
vector Qm(λ) up to the factor ζ. Since the value ζ · αm/t2j (1, fi) is the i+ 1 entry of Vm/t2j ,
it remains to show that the sum of the coefficients multiplying the Vm/t2j ’s on the right-hand
side of (1.5.4) equals 1. This is an easy check, since

d∑
j=0

∑
{ti : tj |ti}

µ

(
ti
tj

)
λti =

d∑
i=0

λti
∑
`|ti

µ

(
ti
`

)
= 1 +

d∑
i=1

λti
∑
`|ti

µ(`) = 1.(1.5.5)

Here we used that if ` divides ti, then ` = tj for some j ≤ i, together with the well-known
formula

∑
a|b µ(a) = δb,1. �

Theorem 1.5.6. Let λ = (λt1 , . . . , λtd) ∈ Lm,k. The points Qm(λ) lie in the convex hull
over R generated by the points Vm/t2j for j = 0, . . . , d.

To make the previous result as clear as possible, in Section 1.10 we compute explicitly
the convex hull in Ck generated by the points Qm(λ), for a few m; see Figures 1 and 2 as
examples of such convex hulls.

Figure 1. An idea of the convex hull generated by Vm̃ and Vm̃p2 , where m̃
is a positive squarefree integer and p is a prime. The grey points represent
the infinitely many points Qm̃p2(λp). These points accumulate towards
some Qm̃p2(λ′p), in red, where λ′p is a special limit in Lsp

k,m(p). These are in
finite number by Remark 1.3.13; see Section 1.10 for further information.
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Figure 2. An idea of the convex hull generated by V1, V4, V9 and V36. The
grey points are some of the infinitely many points Q4(λ2, λ3, λ6). The red
points are some of the points towards which the Q4(λ2, λ3, λ6) accumulate.
The number of these can be infinite, depending on the arrangement of the
vertexes of the convex hull; see Section 1.10 for further information.

Proof. By Lemma 1.5.5, the points Qm(λ) are linear combinations of the points Vm/t2j
for j = 0, . . . , d. We check that the coefficients of these combinations fulfill the definition
of convex hull, i.e. their sum is one and they are non-negative; see the introduction of
Section 1.4. The fact that their sum equals 1 has already been checked in (1.5.5). We now
check the non-negativity. Decompose m = v2m̃, where m̃ is squarefree. Let v = pa1

1 · · · p
ab
b

be the prime decomposition of v. Choose a positive integer t such that t2|m. This implies
that t|v and t = ps11 · · · p

sb
b for some 0 ≤ sj ≤ aj , where j = 1, . . . , b. We want to show that

(1.5.6)
b∑

j=1

aj∑
xj=sj

µ
(
px1−s1

1 · · · pxb−sbb

)
λpx1

1 ···p
xb
b
≥ 0.

To verify this property, we prove the analogous inequality where

λpx1
1 ···p

xb
b

is replaced by ak2

(
n r/2p

x1
1 ···p

xb
b

r/2p
x1
1 ···p

xb
b m/p

2x1
1 ···p2xb

b

)/
ak2

(
n r/2
r/2 m

)
,

where
( n r/2
r/2 m

)
∈ Λ+

2 . In fact, the former is the limit of a sequence of ratios of Fourier
coefficients as the latter, which are positive by Lemma 1.3.5 (i).

First of all, we note that µ
(
px1−s1

1 · · · pxb−sbb

)
= 0 whenever xj − sj ≥ 2 for some j.

Without loss of generality, we may assume that sj < aj is a strict inequality for all j. Using
the notation T [x] =

( n r/2x

r/2x m/x2

)
, for every T =

(
n r
r m

)
∈ Λ+

2 , we replace (1.5.6) by

µ(1)︸︷︷︸
=+1

ak2(T [t]) +
∑
pj

µ(pj)︸ ︷︷ ︸
=−1

ak2(T [tpj ]) +
∑
pi,pj
i<j

µ(pipj)︸ ︷︷ ︸
=+1

ak2(T [tpipj ])+

+ · · ·+ µ(p1 · · · pb)︸ ︷︷ ︸
=

{
+1 if b is even
−1 if b is odd

ak2(T [tp1···pb]) ≥ 0.(1.5.7)
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Since k ≡ 2 mod 4 by hypothesis, the coefficients of the Siegel Eisenstein series appearing
in (1.5.7), which are always evaluated on positive definite matrices, are either positive or
zero. The latter case happens only when the upper-right entry of the matrix T [tpj1 ···pjx ] is
not half-integral, or equivalently whenever that entry is not divisible by tpj1 · · · pjx . We
conclude the proof by iteration as follows.

First step. Consider the first summand ak2(T [t]) of (1.5.7). If the entry r of T is not
divisible by t, then ak2(T [t]) = 0, and so are also all the other summands appearing in (1.5.7).
Suppose instead that t|r. Then ak2(T [t]) > 0, since T [t] is positive definite.

Second step. Consider the term of the second summand of (1.5.7) associated to the
prime p1, namely −ak2(T [tp1]). If tp1 - r, then this term is zero. By Lemma 1.3.10, if tp1|r,
then ak2(T [tp1]) < ak2(T [t]). In fact Fp(T [tp1], 3 − k) < Fp(T

[t], 3 − k) for every prime p, as
shown in Section 1.3.2. Summarizing, for both cases we have

ak2(T [t])− ak2(T [tp1]) ≥ 0.

In the sequel, we need to be more precise and prove that via the Coefficient For-
mula (1.3.3), the decomposition of ak2(T [tp1]) appears as a sub-sum of ak2(T [t]). To simplify
the notation, we prove this for T and T [t] instead of T [t] and T [tp1]. We recall the formulas
for ak2(T ) and ak2(T [t]), dropping the normalization constant:

ak2(T ) =
∑

d|(n,r,m)

dk−1H

(
k − 1,

4 detT

d2

)
,

ak2(T [t]) =
∑

d̃|(n,r/t,m/t2)

d̃k−1H

(
k − 1,

4 detT

d̃2t2

)
.

We may rewrite ak2(T ) as
(1.5.8)

ak2(T ) =
∑

d|(n,r,m)
d-(n,r/t,m/t2)

dk−1H

(
k − 1,

4 detT

d2

)
+

∑
d|(n,r/t,m/t2)

dk−1H

(
k − 1,

4 detT

d2

)
.

We prove that ak2(T [t]) appears as a sub-sum of the second member on the right-hand
side of (1.5.8). Consider the H-functions as the sums given by Definition 1.3.3. We
show that H(k − 1, 4 detT/d̃2t2) appears as a sub-sum of H(k − 1, 4 detT/d2), for some d
dividing (n, r/t,m/t2). Rewrite 4 detT/d̃2t2 = −Dc2 for some fundamental discriminant D,
then

H

(
k − 1,

4 detT

d̃2

)
=L(2− k, χD)

∑
y|ct

µ(y)χD(y)yk−2σ2k−3

(
ct

y

)
=

=L(2− k, χD)
∑
y|c

µ(y)χD(y)yk−2σ2k−3

(
ct

y

)
+ · · · =

=L(2− k, χD)
∑
y|c

µ(y)χD(y)yk−2σ2k−3

(
c

y

)
︸ ︷︷ ︸

=H
(
k−1, 4 detT

d̃2t2

)
+ . . . ,

where the last equality is obtained observing that σ2k−3(ct/y) contains σ2k−3(t/y) as a
sub-sum.

Third step. Consider the term ak2(T [tp2]) in the second summand of (1.5.7) associated
to the prime p2. As before, if p2 - r then −ak2(T [tp2]) = 0. Suppose that this is not the case,
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then ak2(T [t])− ak2(T [tpj ]) ≥ 0 for j = 1, 2, but a priori ak2(T [t])− ak2(T [tp1])− ak2(T [tp2]) is
negative. In fact, as we saw above, the coefficients ak2(T [tp1]) and ak2(T [tp2]) are sub-sums
of ak2(T [t]), but they may overlap on a common sub-sum. Following the same argument as
above, we see that the common overlap is the sub-sum given by ak2(T [tp1p2]). This implies
that

(1.5.9) ak2(T [t])− ak2(T [tp1])− ak2(T [tp2]) + ak2(T [tp1p2]) ≥ 0.

Iteration. Consider the term ak2(T [tp3]) in the second summand of (1.5.7) associated
to the prime p3. Following the same argument of the previous steps, we deduce that the
coefficient ak2(T [tp3]) appears as a sub-sum of ak2(T [t]), and the overlaps with ak2(T [tp1])

and ak2(T [tp2]) are ak2(T [tp1p3]) and ak2(T [tp2p3]) respectively. Also ak2(T [tp1p2]), ak2(T [tp1p3])

and ak2(T [tp2p3]) have a common overlap, which is ak2(T [tp1p2p3]). We deduce that

ak2(T [t])−
3∑
j=1

ak2(T [tpj ]) + ak2(T [tp1p2]) + ak2(T [tp1p3]) + ak2(T [tp2p3])− ak2(T [tp1p2p3]) ≥ 0.

Iterate this process for all the other primes pj appearing in (1.5.7). �

Corollary 1.5.7. Let (R≥0 · cTj )j∈N be a convergent sequence of rays, where Tj ∈ Λ+
2 are

reduced, of increasing determinant and with the bottom-right entries eventually equal to
some positive m. The accumulation ray of the modular cone Ck obtained as limit of such
sequence is contained in the subcone 〈Vm/t2 : t2|m〉R≥0

of Ck, which is rational polyhedral.

Proof. The limit of R≥0 · cTj is as in (1.5.3), that is, it is generated by Qm(λ), for
some λ ∈ Lm,k. By Theorem 1.5.6, this point is contained in the convex hull generated by
the Vm/t2 , where t runs among the positive integers whose squares divide m. The points Vs
have rational entries for every s, because so are the values of αs(1, f) for every f ∈ Sk1 (Q).
The polyhedrality of the cone generated by the Vm/t2 is trivial, since these points are in
finite number. �

1.5.2. The case of non-constant m. The aim of this section is to describe the geo-
metric properties of the accumulation rays of the modular cone Ck arising as limits of
sequences (R≥0 · cTj )j∈N, where Tj are reduced matrices in Λ+

2 of increasing determinant,
such that the bottom-right entry is not eventually equal to any positive integer m. For this
reason, this section may be considered as the complementary of Section 1.5.1, where the
bottom-right entries were fixed.

Suppose that the bottom-right entries mj of Tj oscillate among a finite set of positive
integers, and that the sequence of rays (R≥0 · cTj )j∈N converges. Then, the accumulation
ray obtained as a limit for j →∞ must be R≥0 ·Qm̃(λt1 , . . . , λtd) for some m̃, λt1 , . . . , λtd .
In fact, consider the sub-sequence (Ti)i of (Tj)j∈N where the matrices Ti have the entry mi

fixed to one of the values appearing infinitely many time as bottom-right entry of Tj , say m̃.
We saw in Section 1.5.1 that the limit of R≥0 · cTi , for i→∞, must be generated by Qm̃(λ)
for some tuple of limits λLk,m̃; see Corollary 1.5.7.

The only case we have not yet considered is when the bottom-right entries of the
matrices Tj diverge. To treat this case, we need to introduce another piece of notation.

Definition 1.5.8. We define the point P∞ ∈ QdimMk
2 as

P∞ = (1, 0, . . . , 0)t.

The point P∞ lies in Sk, as follows from the next result.

Lemma 1.5.9. The points Vs ∈ Sk converge to P∞, when s→∞.
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Proof. It is sufficient to prove that if s→∞, then αs(1, f)→ 0 for every elliptic cusp
form f ∈ Sk1 . It is straightforward to check that

|αs(1, f)| =
∣∣∣∣g(f, s)

gk(s)

∣∣∣∣ =

∣∣∣∑d2|s µ(d)cs/d2(f)
∣∣∣

sk−1
∏
p|s(1 + p−k+1)

≤
∑

d2|s |cs/d2(f)|
sk−1

≤

≤ σ0(s) ·max1≤y≤s |cy(f)|
sk−1

= Of

(
s

2+ε−k
2

)
,

for all ε > 0. The last equality is deduced using the classical Hecke-bound for Fourier
coefficients of elliptic cusp forms and the well-known property σ0(s) = o(sε) for all ε > 0.
Since k > 4, the claim follows. �

Proposition 1.5.10. If k ≥ 18, then the modular cone Ck has infinitely many accumulation
rays.

Proof. Since k ≥ 18, there exists a non-zero elliptic cusp form f in Sk1 (Q). We may
suppose that f is a (normalized) Hecke eigenform. We firstly note that the point V1 on Sk
is different from P∞. In fact, suppose that it is not, then c1(fj) = 0 for every j = 1, . . . , `,
where f1, . . . , f` is the basis of Sk1 (Q) used to define (1.5.1). This means that c1(f) = 0, but
this is not possible since the Hecke form f is normalized with c1(f) = 1. Suppose that there
is only a finite number of accumulation rays of Ck. Since R≥0 ·Vs is an accumulation ray for
every positive integer s, also the number of points Vs must be finite. By Lemma 1.5.9, the
points Vs converge to P∞ when s→∞. This implies that there exists a positive integer s0

such that Vs = P∞ for every s ≥ s0. Suppose that s ≥ s0 is squarefree. We deduce from
the equality Vs = P∞ that cs(fj) = 0 for every j, in particular

(1.5.10) cs(f) = 0 for every s ≥ s0 squarefree.

It is known that the coefficients of a normalized Hecke eigenform satisfy

cpν+1(f) = cp(f) · cpν (f)− pk−1cpν−1(f),

for every prime p and every ν ≥ 1; see e.g. [Bru+08, Part I, Section 4.2]. Let p be a prime
number greater than s0. Since Vp2 coincides with P∞, then cp2(f)− c1(f) = 0 and

0 = cp2(f)− 1 =
(
cp(f)

)2 − pk−1 − 1.

We deduce that cp(f) is non-zero. Hence the relation (1.5.10) can not be satisfied by cp(f),
for any prime p ≥ s0. This implies that there are infinitely many Vs. �

The following result concludes the classification of all possible accumulation rays in Ck.

Proposition 1.5.11. Let (Tj)j∈N be a sequence of reduced matrices in Λ+
2 of increasing

determinant, such that the bottom-right entries mj diverge when j →∞. The sequence of
rays (R≥0 · cTj )j∈N converges to R≥0 · P∞.

Proof. As usual, we consider every functional cT as a point in QdimMk
2 , writing it

with respect to the basis (1.5.1). It is enough to prove that cTj/ak2(Tj)→ P∞, when j →∞.
Since the cuspidal parts of the entries of cTj grow slower than ak2(Tj) when j → ∞, the
accumulation ray obtained as limit of R≥0 · cTj depends only on the Eisenstein parts of
the entries of cTj ; see Remark 1.3.6 and Proposition 1.3.24. Analogously to the proof of
Lemma 1.5.9, we may compute∣∣∣∣∑

t2|m

αm(t, f)
ak2(T [t])

ak2(T )

∣∣∣∣ ≤∑
t2|m

|αm(t, f)| ≤ σ0(m) ·max
t2|m
|αm(t, f)| ≤
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≤ σ0(m) ·max
t2|m

∑
s|t

∣∣∣∣g(f,m/s2)

gk(m/s2)

∣∣∣∣ ≤ σ0(m) ·max
t2|m

(
σ0(t) ·max

s|t

∣∣∣∣g(f,m/s2)

gk(m/s2)

∣∣∣∣) =

= Of

(
m

2+ε−k
2

)
,

for every f ∈ Sk1 and every ε > 0, when detT → ∞. Here we used the well-known
property σ0(s) = o(sε), for all ε > 0, the Hecke bound for elliptic cusp forms, and the
inequality

0 ≤ ak2(T [t])/ak2(T ) ≤ 1,

for all positive integers t whose squares divide m. Since k > 4, the claim follows. �

1.6. The accumulation cone of the modular cone is rational and polyhedral

We recall that a ray of the R-closure Ck is an accumulation ray of the modular cone Ck
(with respect to the set of generators appearing in Definition 1.4.7), if it is the limit of some
sequence of rays (R≥0 · cTj )j∈N, where Tj ∈ Λ+

2 are reduced and of increasing determinant;
see Section 1.4. The accumulation cone of Ck is the cone generated by the accumulation
rays of Ck. We denote it by Ak.

By the classification of the accumulation rays of Ck given in Section 1.5, in particular
by Corollary 1.5.7 and Proposition 1.5.11, the cone Ak may be generated as

(1.6.1) Ak = 〈P∞, Vs : s ≥ 1〉R≥0
.

The goal of this section is to prove the following result.

Theorem 1.6.1. If k > 4 and k ≡ 2 mod 4, then the accumulation cone Ak of the modular
cone Ck is rational and polyhedral, of the same dimension as Mk

1 .

We firstly present some preparatory results. As in Section 1.5, we consider all coefficient
extraction functionals cT as vectors in QdimMk

2 , written over a fixed basis of Mk
2 (Q) of the

form (1.5.1).

Definition 1.6.2. For every positive integer s, we define the point Ps ∈ QdimMk
2 as

Ps =
(

1, ζ · cs(f1)

σk−1(s)
, . . . , ζ · cs(f`)

σk−1(s)
, 0, . . . , 0

)t
,

where we write ζ instead of the negative constant ζ(1−k)
2 .

We remark that whenever s is squarefree, the point Ps coincides with the point Vs
defined in Section 1.5. The points Ps are contained in the section Sk, as showed by the
following result. Recall the auxiliary function gk from 1.3.27.

Proposition 1.6.3. Let s be a positive integer. The point Ps satisfies the relation

(1.6.2) Ps =
∑
t2|s

gk(s/t
2)

σk−1(s)
Vs/t2 .

In particular, the point Ps lies in the convex hull ConvR
(
{Vs/t2 : t2|s}

)
.

To make Proposition 1.6.3 as clear as possible, we propose a direct check of (1.6.2) in
Section 1.10 for a few choices of m.

Proof. We show that for every positive integer t whose square divides s, there ex-
ists γt,s > 0 such that

∑
t2|s γt,s = 1 and such that

(1.6.3)
cs(f)

σk−1(s)
=
∑
t2|s

γt,sαs/t2(1, f), for every f ∈ Sk1 .
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Along the proof, we will make γt,s explicit, deducing (1.6.2).
The proof is by induction on the number sqdiv(s) of square-divisors of s. Suppose

that sqdiv(s) = 1, then s is squarefree and cs(f)/σk−1(s) = αs(1, f). Hence, the only
coefficient needed for (1.6.3) is γ1,s = 1, and the desired relation is fulfilled.

Suppose now that sqdiv(s) > 1 and that (1.6.3) is satisfied for every positive integer s̃
such that sqdiv(s̃) < sqdiv(s). We want to construct γt,s in such a way that (1.6.3) is
satisfied. We rewrite (1.6.3) as

cs(f)

σk−1(s)
=

γ1,s

gk(s)

∑
t2|s

µ(t)cs/t2(f) +
∑

16=t2|s

γt,sαs/t2(1, f) =

=
γ1,sσk−1(s)

gk(s)
· cs(f)

σk−1(s)
+
∑

1 6=t2|s

γ1,sµ(t)σk−1(s/t2)

gk(s)
·
cs/t2(f)

σk−1(s/t2)
+
∑

16=t2|s

γt,sαs/t2(1, f).

In the right-hand side of the previous equation, the unique summand which contains cs(f)
is the first one. This implies that γ1,s = gk(s)/σk−1(s) and that

(1.6.4)
∑

1 6=t2|s

µ(t)σk−1(s/t2)

σk−1(s)
·
cs/t2(f)

σk−1(s/t2)
+
∑

16=t2|s

γt,sαs/t2(1, f) = 0.

By induction we may rewrite (1.6.4) as∑
16=t2|s

µ(t)σk−1(s/t2)

σk−1(s)

∑
t̃2| s

t2

γt̃,s/t2αs/t2 t̃2(1, f) +
∑

16=t2|s

γt,sαs/t2(1, f) = 0.

We gather all the coefficients multiplying αs/t2(1, f) and impose them to be zero, obtaining
the following recursive definition of γt,s, for t > 1:

γt,s = −
∑

16=d|t γt/d,s/d2 · µ(d)σk−1(s/d2)

σk−1(s)
.

The value γt,s constructed in this way fulfills (1.6.3).
We prove (1.6.2) showing that γt,s = gk(s/t

2)/σk−1(s), by induction on the number of
divisors div(t) of t. If div(t) = 1, then t = 1 and the claim is true by definition, for every s.
Suppose now that div(t) > 1, then

γt,s = − 1

σk−1(s)

∑
1 6=d|t

µ(d)σk−1(s/d2)γt/d,s/d2 =

= − 1

σk−1(s)

∑
1 6=d|t

µ(d)
gk(s/t

2)

σk−1(s/d2)
σk−1(s/d2) = −gk(s/t

2)

σk−1(s)

∑
16=d|t

µ(d) =
gk(s/t

2)

σk−1(s)
,

where we used induction on γt/d,s/d2 , since div(t/d) < div(t) whenever d 6= 1.
To conclude the proof, we show that the coefficients γt,s satisfy the requirements

which make Ps a point of the convex hull ConvR
(
{Vs/t2 : t2|s}

)
. Firstly, we prove

that
∑

t2|s γt,s = 1 by induction on the number of square-divisors sqdiv(s) of s. This
is equivalent to prove that

∑
t2|s gk(s/t

2) = σk−1(s). Suppose that sqdiv(s) = 1, then s is
squarefree and

∑
t2|s gk(s/t

2) = gk(s) = σk−1(s). If sqdiv(s) > 1, then∑
t2|s

gk(s/t
2) =

∑
t2|s

∑
y2| s

t2

µ(y)σk−1(s/t2y2) =
∑
x2|s

σk−1(s/x2)
∑
d|x

µ(d) = σk−1(s).

Eventually, since gk(s) > 0 for every positive integer s, so is γt,s for every t2|s.
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Since (1.6.3) is true for every elliptic cusp form of weight k, it is true also for the chosen
basis f1, . . . , f` of Sk1 (Q). The evaluation of (1.6.3) in f = fj verifies the (j + 1)-th entry
of the equality (1.6.3). The check for the remaining entries is trivial. �

Corollary 1.6.4. For every positive integer s, the ray R≥0 ·Ps lies in the rational polyhedral
subcone 〈Vs/t2 : t2|s〉R≥0

of Ck.

Proof. The polyhedrality is a trivial consequence of Proposition 1.6.3. Since the
basis (1.5.1) is made of Siegel modular forms with rational Fourier coefficients, we deduce
that the subcone is rational. �

Corollary 1.6.5. The (real) dimension of Ak is equal to the (complex) dimension of Mk
1 .

Proof. The cone Ak ⊆ RdimMk
2 is generated by vectors where only the first 1 + `

entries can be different from zero, as we can see from (1.6.1). Since 1 + ` = dimMk
1 , it

is clear that dimAk ≤ dimMk
1 . Let C̃k be the cone generated over R by the coefficient

extraction functionals of Mk
1 , that is

C̃k = 〈cs : s ∈ Z≥1〉R≥0
.

We consider the functionals cs as vectors in RdimMk
1 , represented over the basis Ek1 , f1, . . . , f`,

where Ek1 is the normalized elliptic Eisenstein series of weight k, and f1, . . . , f` is the basis
of Sk1 (Q) chosen in (1.5.1). The entries of cs/cs(Ek1 ) are the first 1 + ` entries of Ps. This
means that the linear map

ι : C̃k −→ Ak, cs/cs(E
k
1 ) 7−→ Ps

is an embedding. Hence, we have also dimAk ≥ dimMk
1 . �

Lemma 1.6.6. The point P∞ is internal in Ak.

Proof. The idea is to rewrite P∞ as a linear combination with positive coefficients of
enough points Ps, such that these generate a subcone of Ak with maximal dimension. By
Lemma 1.2.1, there exist a constant A and positive coefficients ηj with 1 ≤ j ≤ A, such
that

A∑
j=1

ηjcj |Sk1 (Q) = 0 in Sk1 (Q)∗.

We recall that A can be chosen arbitrarily large.
The entries of Ps associated to the basis f1, . . . , f` of Sk1 (Q) are, up to multiplying by

the negative constant ζ/σk−1(s), the values of the functional cs on f1, . . . , f`. This implies
that

A∑
j=1

ηjσk−1(j)Pj = P∞

A∑
j=1

ηjσk−1(j).

Since the points Ps are contained inAk by Proposition 1.6.3, also P∞ is contained therein. By
Corollary 1.6.5, we may take A big enough such that the dimension of 〈Pj : 1 ≤ j ≤ A〉R≥0

is the same as the one of Ak. In this way, the point P∞ is internal in Ak with respect to
the euclidean topology. �

We are ready to illustrate the proof of the main result of this section.

Proof of Theorem 1.6.1. Suppose that Ak is not polyhedral, that is, it has infinitely
many extremal rays. Since Ak is generated by P∞ and the points Vs with s positive, and
these points accumulate only towards P∞ by Lemma 1.5.9, there are infinitely many
extremal rays of the form R≥0 · Vs′ , for some s′ > 0. These extremal rays accumulate
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towards R≥0 · P∞, hence the latter must be a boundary ray of Ak. But this is in contrast
with Lemma 1.6.6. Therefore, the cone Ak is polyhedral.

The extremal rays are generated by some of the points Vs, which have rational entries.
Hence, the cone is rational.

The statement about the dimension of Ak is Corollary 1.6.5. �

1.7. Additional properties of the modular cone

In this section, which is a focus on the geometric properties of the modular cone Ck, we
generalize some of the results used in Section 1.6 to prove that Ak is rational polyhedral.
The problem of the polyhedrality of Ck is more complicated. The issue is to understand
how a sequence of rays R≥0 · cTj converges to an accumulation ray of Ck, depending on the
choice of the family of reduced matrices (Tj)j∈N in Λ+

2 with increasing determinant. We
will translate the polyhedrality of Ck into a conjecture on Fourier coefficients of Jacobi cusp
forms.

We fix once and for all a weight k > 4 such that k ≡ 2 mod 4, and consider the
functionals cT as vectors in QdimMk

2 over the basis (1.5.1). We begin with the properties of
Ck which are a direct consequence of the results in the previous sections. We remark that
these properties, together with Proposition 1.5.2, give the previously announced points (iii)
and (iv) of Theorem 1.4.9.

Proposition 1.7.1. The modular cone Ck is rational, and intersects the rank 1 modular
cone C′k only at the origin. Moreover, if the cone Ck is enlarged with a non-zero vector of C′k,
the resulting cone is non-pointed.

Proof. Since the generators cT are functionals over the space of Siegel modular forms
with rational Fourier coefficients, the rationality of Ck follows trivially by the rationality of
its accumulation cone, namely by Theorem 1.6.1.

If we rewrite the functionals with respect to the usual basis (1.5.1) ofMk
2 (Q), we deduce

by Remark 1.3.21 that

c( s 0
0 0 ) =

(
ak2 ( s 0

0 0 ) , ak2 (f1, ( s 0
0 0 )) , . . . , ak2 (f`, ( s 0

0 0 )) , 0, . . . , 0
)

=

=
(
cs(E

k
1 ), cs(f1), . . . , cs(f`), 0 . . . , 0

)
= 2σk−1(s)/ζ(1− k) · Ps,

for every positive integer s. Since k ≡ 2 mod 4, the constant ζ(1− k) is negative, hence

R≥0 · c( s 0
0 0 ) = R≥0 · (−Ps).

The ray R≥0 · Ps is contained in Ck by Proposition 1.6.3. This implies that whenever we
enlarge the cone Ck with one of the generators of C′k, which are the functionals cT associated
to non-zero singular matrices, the resulting cone contains also R≥0 · (−Ps) for some s. Since
the whole line R · Ps is contained in the enlarged cone, the latter is non-pointed. This is
sufficient to conclude the proof, since a rational cone in a finite-dimensional vector space
over Q is pointed if and only if its R-closure is pointed. �

In Section 1.6 we proved that P∞ is internal in the accumulation cone Ak of Ck; see
Lemma 1.6.6. This played a key role for the proof of the polyhedrality of Ak. In the
following result, we prove that P∞ lies in the interior of the R-closure Ck. Note that it does
not follow from Lemma 1.6.6, and it does not imply it. In fact, the cones Ak and Ck may
have different dimensions.

Proposition 1.7.2. The point P∞ is internal in Ck.
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We know that the dual space (Mk
2 )∗ is generated over C by the functionals cT

with T ∈ Λ+
2 . For the proof of Proposition 1.7.2, we need to restrict the set of these

generators to the ones indexed by an auxiliary subset of Λ+
2 , as showed by the following

result. It follows from the noteworthy fact that Siegel modular forms are determined by
their Fundamental Fourier coefficients; see [Sah13] and [BD18, Section 7.2].

Lemma 1.7.3. Let Λ′2 be the subset of Λ+
2 containing all matrices with squarefree bottom-

right entry. The dual space (Mk
2 )∗ is generated by the functionals cT with T ∈ Λ′2.

Proof of Lemma 1.7.3. We prove the result showing that if F ∈Mk
2 \ {0}, then the

Fourier coefficient cT (F ) is non-zero for an infinite number of matrices T ∈ Λ′2. We follow
closely the proofs of [Sah13, Theorem 1] and [BD18, Proposition 7.7].

Cuspidal case: Suppose that F is a Siegel cusp form. By [Sah13, Proposition 2.2],
there exists an odd prime p such that the p-th Fourier–Jacobi coefficient φp of F is non-zero.
In fact, see [Sah13, p. 369], the Jacobi cusp form φp has an infinite number of non-zero
Fourier coefficients. More precisely, they are of the form c(D+µ2)/4p,µ(φp), where D and µ are
integers, and D is odd and squarefree. Such coefficients equals the ones of F corresponding
to the matrices

( (D+µ2)/4p µ/2
µ/2 p

)
, which are contained in Λ′2.

Non-cuspidal case: Suppose that F ∈Mk
2 \ Sk2 . By Lemma 1.3.5, the property of F

we want to prove is satisfied if F = Ek2 . Therefore, without loss of generality, we may
suppose that the Siegel Eisenstein part of F is trivial. This means we may rewrite F
as F = Ek2,1(F ) +G, for some f ∈ Sk1 \ {0} and G ∈ Sk2 . As illustrated in [BD18, p. 369],

it is possible to construct a sequence of matrices in Λ+
2 of the form Tj =

( nj 1/2
1/2 mj

)
, for

some squarefree mj and of increasing determinant, with the property that cTj (F ) diverges
when j →∞. �

Proof of Proposition 1.7.2. The idea of the proof is the following. We rewrite P∞
as a linear combination with positive coefficients of some Ps, as in the proof of Lemma 1.6.6.
Then, we rewrite some of those Ps associated to squarefree indexes as linear combinations
with positive coefficients of some functionals cT . We will take these combinations in such a
way that the subcone generated by those cT has maximal dimension into the R-closure Ck.

As we have already shown in the proof of Lemma 1.6.6, by Lemma 1.2.1 there exist an
arbitrarily large constant A, and positive coefficients ηm, with 1 ≤ m ≤ A, such that

(1.7.1) P∞ =
A∑

m=1

ηmPm.

By Lemma 1.2.2, for every positive m there exist an arbitrarily large constant Bm and
positive coefficients µmn,r such that

(1.7.2)
∑

1≤n≤Bm

∑
r∈Z

4nm−r2>0

µmn,rcn,r|Jcusp
k,m (Q) = 0.

We recall that cn,r|Jcusp
k,m (Q) is the functional in J

cusp
k,m (Q)∗ which extracts the (n, r)-th Fourier

coefficient of Jacobi cusp forms in Jcusp
k,m (Q). Note that the sum appearing in (1.7.2) is

finite.
Suppose that m is fixed squarefree, and write for simplicity Tmn,r instead of

( n r/2
r/2 m

)
. Via

the usual decomposition of the entries of cTmn,r as explained at the beginning of Section 1.5,
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we deduce from (1.7.2) that
(1.7.3)

∑
1≤n≤Bm

∑
r∈Z

4nm−r2>0

µmn,rcTmn,r =



∑
n

∑
r µ

m
n,ra

k
2(Tmn,r)

ζ· cm(f1)
σk−1(m)

·
∑
n

∑
r µ

m
n,ra

k
2(Tmn,r)

...
ζ· cm(f`)

σk−1(m)
·
∑
n

∑
r µ

m
n,ra

k
2(Tmn,r)

0
...
0


+



0∑
n

∑
r µ

m
n,rcn,r

(
(φ
f1
m )0
)

...∑
n

∑
r µ

m
n,rcn,r

(
(φ
f`
m )0
)∑

n

∑
r µ

m
n,rcTmn,r (F1)

...∑
n

∑
r µ

m
n,rcTmn,r (F`′ )


︸ ︷︷ ︸

=0

=

=Pm ·
∑

1≤n≤Bm

∑
r∈Z

4nm−r2>0

µmn,ra
k
2(Tmn,r).

The matrices Tmn,r appearing in the previous equation are contained in Λ+
2 , that is, they are

positive definite. We define

η̃(m,Bm) =
ηm∑

1≤n≤Bm
∑

r∈Z
4nm−r2>0

µmn,ra
k
2(Tmn,r)

,

for every m squarefree. The value η̃(m,Bm) is positive by Lemma 1.3.5 (i). We can then
further decompose P∞ from (1.7.1) into

P∞ =
∑

1≤m≤A
ηmPm =

=
∑

1≤m≤A
m non-squarefree

ηmPm +
∑

1≤m≤A
m squarefree

η̃(m,Bm)
∑

1≤n≤Bm

∑
r∈Z

4nm−r2>0

µmn,rcTmn,r .

Up to choose A and Bm large enough, the functionals cTmn,r appearing in the previous
decomposition of P∞ generate over Q the whole Mk

2 (Q)∗ by Lemma 1.7.3. This implies
that P∞ lies in the interior of Sk. �

We now focus on Conjecture 1, namely the problem of the polyhedrality of the R-
closure Ck. The cone Ck is polyhedral if and only if it has finitely many extremal rays, or
equivalently if its extremal rays do not accumulate anywhere. An accumulation ray arising
as limit of a sequence of extremal rays is a boundary ray of Ck, but not necessarily extremal;
see Example 1.4.2.

The first, although hopeless, idea to prove that the extremal rays of Ck do not accumulate,
is to show that all accumulation rays of Ck are generated by points lying in the interior
of Ck, as we did for the accumulation ray R≥0 · P∞ in Proposition 1.7.2. We checked with
SageMath [Ste+18] that, for large weights, this is false, since some of the accumulation
rays R≥0 · Vs may lie in the boundary of Ck. The following example collects some of these
empirical observations. The computation of the coefficients of Siegel modular forms was
carried out with the package [Tak17].

Example 1.7.4. Suppose that k > 4 and k ≡ 2 mod 4. We provide in the following table
some of the accumulation rays of the modular cone Ck which lie in the boundary of Ck.

k Some accumulation rays in the boundary of Ck
18 R≥0 · V1

22, 26, 30 R≥0 · V1, R≥0 · V2

34, 38 R≥0 · V1, R≥0 · V2, R≥0 · V3

42 R≥0 · V1, R≥0 · V2, R≥0 · V3, R≥0 · V4
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With Example 1.7.4 in mind, we provide an alternative sufficient condition to deduce
Conjecture 1. This is exactly the hypothesis of the following result. The idea is that to
deduce the polyhedrality of Ck, it is enough to show that every accumulation ray of Ck is
generated by a point which lies in the interior of a subcone of Ck, and that this subcone
eventually contains the sequences of rays converging to the chosen accumulation ray.

Theorem 1.7.5. Suppose that for every accumulation ray R≥0 · Qm(λ), with λ ∈ Lk,m,
there exists a subcone Rm(λ) of Ck which contains Qm(λ) in its interior, and such that
any sequence of rays (R≥0 · cTj )j∈N converging to R≥0 ·Qm(λ), where Tj =

( nj rj/2
rj/2 m

)
are

reduced in Λ+
2 and of increasing determinant, is eventually contained in Rm(λ). Then the

modular cone Ck is polyhedral.

See Figure 3 for an idea of the (polyhedral) shape of the section Sk of Ck whenever the
hypothesis of Theorem 1.7.5 are fulfilled.

Figure 3. An idea of the section Sk under the hypothesis of Theorem 1.7.5,
with highlighted the convex hull associated to m = 36.

The rest of this section is devoted to the proof of the previous result and to some
remarks on its hypothesis. More precisely, we prove the hypothesis of Theorem 1.7.5 for m
squarefree, and we translate that hypothesis for m non-squarefree into a conjecture on
Fourier coefficients of Jacobi cusp forms.

Proof of Theorem 1.7.5. Let {R≥0 · an}n∈N be the set of extremal rays of Ck,
where an ∈ Sk. These rays can be only of the following two types.

(i) R≥0 · an = R≥0 · cTn for a suitable coefficient extraction functional cTn , where Tn
is a reduced matrix in Λ+

2 .
(ii) The ray R≥0 · an is not of type (i), and there exists a sequence (Tj)j∈N of reduced

matrices in Λ+
2 with increasing determinant, such that R≥0 · cTj → R≥0 · an

if j →∞.
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The idea is to show that the extremal rays of Ck are finitely many (hence Ck is polyhedral)
and only of type (i) (hence Ck is polyhedral).

Let R≥0 · an be an extremal ray of type (ii), arising from a sequence of matrices (Tj)j∈N.
The bottom-right entries mj of the matrices Tj can not diverge when j →∞. In fact, if
they diverge, then an = P∞ by Proposition 1.5.11. Since P∞ is an internal point of Sk
by Proposition 1.7.2, the ray R≥0 · an is not a boundary ray. This is in contrast with the
hypothesis that R≥0 · an is an extremal ray, hence the entries mj must be bounded.

Let m be one of the values that the entries mj assume infinitely many times. Up to
considering a subsequence of (Tj)j∈N, the ratios ak2

(
T

[t]
j

)/
ak2(Tj) converge to some λt for

every integer t such that t2 divides m. Here we use the notation T [t]
j as introduced in (1.3.4).

Denote by λ the corresponding tuple of limits in Lk,m. Following the same argument of
the introduction of Section 1.5.1, we deduce that

R≥0 · cTj −−−→
j→∞

R≥0 ·Qm(λ),

in particular an = Qm(λ). By hypothesis, there exists a subcone Rm(λ) of Ck containing an
in its interior. If dimRm(λ) > 1, then R≥0 · an can not be extremal by definition.
If dimRm(λ) = 1, then R≥0 · an is of type (i). Hence, there are no extremal rays of Ck of
type (ii).

We conclude the proof showing that the extremal rays of type (i) are finitely many.
Suppose they are not, that is, there exists a sequence of pairwise different extremal
rays (R≥0 · cTj )j∈N indexed over a family of reduced matrices (Tj)j∈N in Λ+

2 of increasing
determinant. We suppose without loss of generality that this sequence converges to a
boundary ray R≥0 · b for some b ∈ Sk. The limit does not have to be extremal; see
Example 1.4.2. Following the same argument as above, up to considering a subsequence
of (Tj)j∈N, the bottom-right entries of these matrices are fixed to some positive integer m,
and b = Qm(λ) for some λ ∈ Lk,m. By hypothesis, there exists a subcone Rm(λ) of Ck
containing b in its interior, and such that the rays R≥0 · cTj eventually lie in Rm(λ).
Since R≥0 · cTj are pairwise different, the dimension of Rm(λ) is greater than 1. Since
these are extremal rays for Ck, they are extremal rays also for Rm(λ). But this implies
they are boundary rays of Rm(λ), hence they can not accumulate towards R≥0 · b, since b
is an internal point of Rm(λ). �

Lemma 1.7.6. The hypothesis of Theorem 1.7.5 for m squarefree is always satisfied. More
precisely, if m is a positive squarefree integer, the subcone Rm associated to the accumulation
ray R≥0 · Vm exists, and can be chosen as

(1.7.4) Rm = 〈cT : T ∈ Λ+
2 with m as bottom-right entry〉R≥0

.

Proof. The points Vm and Pm coincide, since m is squarefree. We have already shown,
e.g. in (1.7.3), that Lemma 1.2.2 implies the existence of an arbitrarily large constant Bm
and positive constants µmn,r such that

(1.7.5) Vm =
∑

1≤n≤Bm

∑
r∈Z

4nm−r2>0

µmn,rcTmn,r .

We define the subconeRm of Ck as the cone generated by the functionals cT with T ∈ Λ+
2 ,

not necessarily reduced, such that the bottom-right entry of T is m. Every such matrix T
appears in (1.7.5) if Bm is taken sufficiently large. We may enlarge Bm such that the
matrices Tmn,r appearing in (1.7.5) generate over R a space of dimension equal to dimRm.
In this way, the point Vm is internal in Rm.
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If m is squarefree, the unique accumulation ray associated to a sequence of rays R≥0 ·cTj ,
where Tj =

( nj rj/2
rj/2 m

)
are reduced matrices in Λ+

2 with bottom-right entries fixed to m
and of increasing determinant, is the ray R≥0 · Vm; see Section 1.5.1. All functionals cTj
are contained in Rm by definition. �

Lemma 1.7.6 verifies the hypothesis of Theorem 1.7.5 only for m squarefree. It is natural
to ask if the analogue statement of Lemma 1.7.6 holds also for m non-squarefree. The
following example collects some empirical observations deduced with SageMath. These
suggest that the subcone (1.7.4) computed for the squarefree cases can not be used to prove
the hypothesis of Theorem 1.7.5 for m non-squarefree.

Example 1.7.7. Choose 4 as non-squarefree integer. We define the subcone F4 of Ck as

(1.7.6) F4 = 〈cT : T ∈ Λ+
2 with 4 as bottom-right entry〉R≥0

,

in analogy with the subcone Rm constructed in Lemma 1.7.6 for squarefree integers m.
The following table shows that V4 is contained in F4, but can lie in its boundary.

k Is V4 contained in F4? Is V4 internal in F4? dimF4 dim Ck
18 yes yes 4 4
22 yes yes 6 6
26 yes yes 7 7
30 yes yes 11 11
34 yes no 14 14
38 yes no 15 16
42 yes no 17 22

With Example 1.7.7 in mind, we conjecture here a property of Fourier coefficients of
Jacobi cusp forms sufficient to deduce a correct generalization of Lemma 1.7.6 for every m
non-squarefree. This conjecture is actually a refinement of Lemma 1.2.2.

To simplify the exposition, we consider for a moment the casem = 4, as in Example 1.7.7.
The subcone F4 of Ck, as defined in (1.7.6), may contain V4 in its boundary if the weight k
is large enough. If the cone R4(0) associated to V4, as hypothesized in Theorem 1.7.5, exists,
then it must be a subcone of F4 of lower dimension. In fact, let (R≥0 ·cTj )j∈N be a sequence of
rays associated to reduced matrices Tj =

( nj rj/2
rj/2 4

)
∈ Λ+

2 of increasing determinant. Clearly,
the rays R≥0 · cTj lie in F4 for every j. We know that R≥0 · cTj → R≥0 · V4, when j →∞,
if and only if rj is eventually non-divisible by 2. This follows from Corollary 1.3.14 applied
with p = 2 and λ2 = 0, since V4 = Q4(0). This means that R4 is a subcone of F4 which
eventually contains the functionals cTj as above, with rj non-divisible by 2.

The argument above generalizes to any m non-squarefree by Corollary 1.3.17. This
leads us to the following conjecture. In Proposition 1.7.8 we check that this conjecture
implies the existence of Rm(λ), for every λ ∈ Lk,m.

We recall that if T is a matrix in Λ+
2 and t is a positive integer, we denote by T [t] the

matrix arising as in (1.3.4).

Conjecture 2. Let k > 4, k ≡ 2 mod 4. For every reduced matrix T in Λ+
2 with bottom-

right entry m, there exist an arbitrarily large integer A and positive rational numbers µn,r
such that

(1.7.7)
∑

1≤n≤A

∑
r∈Sm(n,T )

µn,rcn,r|Jcusp
k,m (Q) = 0,

where the auxiliary set Sm(n, T ) is defined as

Sm(n, T ) =
{
r ∈ Z : T̃ =

(
n r/2
r/2 m

)
∈ Λ+

2 and
ak2(T̃ [tj ])

ak2(T̃ )
=
ak2(T [tj ])

ak2(T )
for j = 1, . . . , d

}
.
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We remark that Conjecture 2 is analogous to Lemma 1.2.2, but with (1.2.4) restricted
to the indexes r lying in Sm(n, T ). If m is squarefree, this conjecture coincides exactly with
Lemma 1.2.2. If m is non-squarefree, and T =

( n r/2
r/2 m

)
is such that r is not divisible by

any divisor t of m with t2|m, by Corollary 1.3.17 the auxiliary set Sm(n, T ) simplifies to

Sm(n, T ) = {r ∈ Z : 4nm− r2 > 0 and if t2|m with t 6= 1, then t - r}.

Proposition 1.7.8. Let m be a non-squarefree positive integer. If Conjecture 2 holds, then
there exists a subcone Rm(λ) as hypothesized in Theorem 1.7.5, for every λ ∈ Lm,k.

Proof. Let λ = (λt1 , . . . , λtd) ∈ Lm,k, and let t0 = 1. Suppose for simplicity that the
convex hull generated by the d + 1 points Vm, Vm/t21 , . . . , Vm/t2d is d-dimensional. This is
equivalent to

H := ConvR({Vm/t2j : j = 0, . . . , d})

being a simplex, with the points Vm/t2j as vertexes. In a simplex, each point can be written
as a convex combination of the vertexes in a unique way. Hence, if we choose two different
tuples λ and λ′ in Lk,m, also the associated points Qm(λ) and Qm(λ′) are different; see
Theorem 1.5.6 for further information.

The following two cases prove the result under the assumption that H is a simplex.
Eventually, we illustrate how to generalize the proof to the case where H is not a simplex.

First case. Suppose that λ is a non-special tuple of limits, that is, there exists a
reduced matrix T in Λ+

2 such that ak2(T [tj ])/ak2(T ) = λtj for every j = 1, . . . , d. We prove
the existence of Rm(λ) under this hypothesis. The idea is analogous to the one used to
prove Lemma 1.7.6. Let A and µn,r be as in Conjecture 2. For simplicity, we denote by Tn,r
the matrix

( n r/2
r/2 m

)
, with m fixed. Writing the functionals cTn,r over the basis (1.5.1), we

deduce that∑
1≤n≤A

∑
r∈Sm(n,T )

µn,rcTn,r =

=
∑
n

∑
r

µn,ra
k
2(Tn,r)



1
ζ·
∑d
j=0 λtjαm(tj ,f1)

...
ζ·
∑d
j=0 λtjαm(tj ,f`)

0
...
0


︸ ︷︷ ︸

=Qm(λ)

+



0∑
n

∑
r µn,rc

f1
m (n,r)

...∑
n

∑
r µn,rc

f`
m (n,r)∑

n

∑
r µn,rcTn,r (F1)

...∑
n

∑
r µn,rcTn,r (F`′ )


︸ ︷︷ ︸

=0

=

=Qm(λ) ·
∑

1≤n≤A

∑
r∈Sm(n,T )

µn,ra
k
2(Tn,r).

Define
ξ(A) := 1

/ ∑
1≤n≤A

∑
r∈Sm(n,T )

µn,ra
k
2(Tn,r).

We may rewrite Qm(λ) as a linear combination with positive coefficients of functionals as

(1.7.8) Qm(λ) =
∑

1≤n≤A

∑
r∈Sm(n,T )

ξ(A)µn,rcTn,r .

We prove that we can choose the subcone Rm(λ) as

(1.7.9) Rm(λ) =
〈
c
T̃

: T̃ =
(

n r/2
r/2 m

)
∈ Λ+

2 and r ∈ Sm(n, T )
〉
R≥0

.
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Since the value A in (1.7.8) can be chosen arbitrarily large, we may suppose that the
coefficient extraction functionals appearing in (1.7.8) generate a vector space over Q
with the same dimension as Rm(λ). In this way, the point Qm(λ) is internal in Rm(λ).
Let (R≥0 · cTj )j∈N be a sequence of rays which converges to R≥0 ·Qm(λ), where the reduced
matrices Tj in Λ+

2 are of increasing determinant. Since λ is a non-special tuple of limits
in Lk,m by hypothesis, by Corollary 1.3.14 and Corollary 1.3.17 the functionals cTj eventually
lie in Rm(λ).

Second case. We prove the existence of the subcone Rm(λ′) associated to a special
tuple of limits λ′ = (λ′t1 , . . . , λ

′
td

) ∈ Lsp
k,m, as hypothesized in Theorem 1.7.5.

Since the d-dimensional convex hull H is a simplex, if λ′tj = 0 for some j, then Qm(λ′)

lies on the boundary of H. In fact, the point Qm(λ′) lies in the interior of the convex
hull ConvR(Vm/t2j

: λ′tj 6= 0); see Lemma 1.5.5 and Corollary 1.3.17.

Let Fm(λ′) be the subcone of the R-closure Ck defined as

Fm(λ′) =
〈
cT :

T ∈ Λ+
2 with m as bottom-right entry and such that

if λ′tj = 0 for some j, then ak2(T [tj ])/ak2(T ) = 0

〉
R≥0

.

Choose Rm(λ′) to be the cone generated by Fm(λ′) and all Vm/t2j such that λ′tj 6= 0.
We prove that this subcone of Ck fulfills the properties hypothesized in Theorem 1.7.5.
Let (cTi)i∈N be a sequence of coefficient extraction functionals associated to reduced
matrices Ti =

( ni ri/2
ri/2 m

)
in Λ+

2 of increasing determinant. If R≥0 · cTi → R≥0 ·Qm(λ′),
then the entries ri must be eventually non-divisible by any tj such that λ′tj = 0 by
Corollary 1.3.17. This implies that the functionals cTi must eventually lie in Fm(λ′).
Therefore, it is enough to prove that Qm(λ′) is internal in Rm(λ′). By Corollary 1.3.19 we
deduce that

(1.7.10) Fm(λ′) =
〈
Rm(λ) :

λ = (λt1 , . . . , λtd ) ∈ Lk,m \ Lsp
k,m and

such that if λ′tj = 0, then λtj = 0

〉
R≥0

,

with Rm(λ) defined as in (1.7.9). We recall that the latter cone contains Qm(λ) as internal
point, by the first case of this proof. Since Qm(λ′) is internal in ConvR(Vm/t2j

: λ′tj 6= 0),
we may choose a point Wλ ∈ ConvR(Vm/t2j

: λ′tj 6= 0) for every λ ∈ Lk,m \ Lsp
k,m appearing

in (1.7.10), such that Qm(λ′) is internal in the segment joining Qm(λ) with Wλ. In fact,
also such Qm(λ) is contained in ConvR(Vm/t2j

: λ′tj 6= 0). In this way, the subcone ofRm(λ′)

generated by Rm(λ) and Wλ contains Qm(λ′) as internal point, for every λ as above.
Since the cone generated by the union of cones containing Qm(λ′) as internal point is a

cone that contains Qm(λ′) in its interior, we may deduce that Qm(λ′) is an internal point
of Rm(λ′).
H not a simplex. If H is not a simplex, we might have that Qm(λ) = Qm(µ) for

some different tuples of limits λ = µ ∈ Lk,m. When this happens, in each of the previous
cases one can substitute the subcone Rm(λ) with the union of all Rm(µ) constructed
therein such that Qm(λ) = Qm(µ). �

1.8. The accumulation rays of the cone of special cycles

In the previous sections we classified all possible accumulation rays of the modular
cone Ck, writing the generators of these rays as linear combinations of certain points in Sk.
In this section, we use the classification above to deduce the accumulation rays of the cone
of special cycles CXΓ

in CH2(XΓ)⊗Q. In particular, we show that these rays are generated
by linear combinations of (rational classes of) special cycles associated to singular matrices
in Λ2. These special cycles are the intersection between Heegner divisors and the dual
class {ω∗} of the Hodge bundle. Eventually, we rewrite the accumulation rays of CXΓ

in
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term of primitive Heegner divisors, which may be considered (up to a factor 2) as the
irreducible components of the classical Heegner divisors.

Let XΓ be an orthogonal Shimura variety associated to a even unimodular lattice of
signature (b, 2), where b > 2, and let k = 1 + b/2. Since the lattice is unimodular, the
value k is an integer satisfying the relations k > 4 and k ≡ 2 mod 4. We know that there
exists a linear map

ψΓ : Mk
2 (Q)∗ −→ CH2(XΓ)⊗Q, cT 7−→ {Z(T )} · {ω∗}2−rk(T ),

which maps every functional cT to (the rational class of) the special cycle associated to the
matrix T ; see Section 1.4.2 for details. For simplicity, we denote by ψΓ also its extension
over R. As proven with Corollary 1.4.10, the accumulation rays of CXΓ

are images via ψΓ

of accumulation rays of Ck.
As usual, we consider every functional in Mk

2 (Q)∗ as a vector in QdimMk
2 , writing it

over a fixed basis of the form

Ek2 , E
k
2,1(f1), . . . , Ek2,1(f`), F1, . . . , F`′ ;

see the beginning of Section 1.5 for further information.
We want to rewrite the images via ψΓ of the points P∞, Vs and Qs(λt1 , . . . , λtd), defined

in Section 1.5 and Section 1.6, as linear combinations of special cycles in CH2(XΓ)⊗Q. In
fact, if a ray of the R-closure of CXΓ

is an accumulation ray of CXΓ
, then it is generated

by ψΓ(P∞), ψΓ(Vs) or ψΓ(Qs(λt1 , . . . , λtd)), for some positive integer s and some tuple of
limits (λt1 , . . . , λtd) ∈ Lk,m, as in Definition 1.5.3. We want to make these images via ψΓ

explicit. Since we already know by Proposition 1.5.5 how to rewrite every Qs(λt1 , . . . , λtd)
as a linear combination of points Vs′ , for some s′ > 0, we may restrict our attention only
to ψΓ(P∞) and ψΓ(Vs). Recall that we denote by {Hs} the divisor class of the s-th Heegner
divisor; see Remark 1.4.5.

Proposition 1.8.1. For every positive integer s, the image of the point Vs via ψΓ is

(1.8.1) ψΓ(Vs) =
ζ(1− k)

2gk(s)σk−1(s)

∑
t2|s

µ(t)σk−1(s/t2){Hs/t2} · {ω∗}.

The image of the point P∞ via ψΓ is {ω}2.

Corollary 1.8.2. For every positive integer s, the image of the ray R≥0 · Vs via ψΓ is

R≥0 · ψΓ(Vs) = R≥0 ·
(∑
t2|s

µ(t)σk−1(s/t2){Hs/t2} · {ω}
)
.

The image of the ray R≥0 · P∞ via ψΓ is R≥0 · {ω}2.

Proof of Corollary 1.8.2. Since k ≡ 2 mod 4, the value ζ(1− k)/
(
2gk(s)σk−1(s)

)
is negative for every positive integer s. Moreover {ω∗} = −{ω} in CH1(XΓ) = Pic(XΓ).
The claim follows directly from Proposition 1.8.1. �

Proof of Proposition 1.8.1. First of all, we deduce the image via ψΓ of the point Ps
defined in Section 1.6. Since cs(Ek1 ) = 2σk−1(s)/ζ(1− k) for every positive integer s, see
the Fourier expansion (1.2.1), by Remark 1.3.21 we deduce that

(1.8.2)
c( s 0

0 0 ) =
(
ak2 ( s 0

0 0 ) , ak2 (f1, ( s 0
0 0 )) , . . . , ak2 (f`, ( s 0

0 0 )) , 0, . . . , 0
)

=

=
(
cs(E

k
1 ), cs(f1), . . . , cs(f`), 0 . . . , 0

)
= cs(E

k
1 ) · Ps.
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This implies that

(1.8.3) ψΓ(Ps) =
ζ(1− k)

2σk−1(s)
{Z ( s 0

0 0 )} · {ω∗}.

As we recalled with Remark 1.4.5, the rational class {Z ( s 0
0 0 )} is the Heegner divisor {Hs}.

We explained in Proposition 1.6.3 how to rewrite every point Ps as a linear combination
of certain Vs′ for some positive s′. The idea is to reverse that formula, writing Vs as a linear
combination of certain Ps′ . This can be done simply rewriting αs(1, f) as

αs(1, f) =
1

gk(s)

∑
t2|s

µ(t)σk−1(s/t2)
cs/t2(f)

σk−1(s/t2)
,

for every f ∈ Sk1 , from which we deduce that

Vs =

(
1,
ζ(1− k)

2
αs(1, f1), . . . ,

ζ(1− k)

2
αs(1, f`), 0, . . . , 0

)
=

=
1

gk(s)

∑
t2|s

µ(t)σk−1(s/t2)Ps/t2 .

This, together with (1.8.3), implies (1.8.1).
Since the Siegel Eisenstein series Ek2 is normalized, its Fourier coefficient associated

to the zero-matrix is 1. Moreover, the Fourier coefficient associated to the zero-matrix of
any other element of the chosen basis of Mk

2 is trivial; see Remark 1.3.21 for the cases of
Klingen Eisenstein series. This implies that

P∞ = c( 0 0
0 0 ),

from which we deduce that ψΓ(P∞) = {ω}2. �

The Heegner divisors are in general reducible. If Γ = O+(L), it is possible to write
every Heegner divisor as a sum of its irreducible components via the so-called primitive
Heegner divisors. The remaining part of this section aims to rewrite the generators of the
rays R≥0 ·ψΓ(Vs) given by Corollary 1.8.2 in terms of primitive Heegner divisors. Eventually,
we deduce that the accumulation cone of CXΓ

is a subcone of the cone generated by the
intersections between primitive Heegner divisors and the Hodge class {ω}.

From now on, we consider only orthogonal Shimura varieties XΓ arising from Γ = O+(L),
where L is a even unimodular lattice of signature (b, 2), with b > 2.

We avoid to propose here a formal definition of the primitive Heegner divisors {Hprim
s }

in Pic(XΓ), since the construction, using primitive lattice vectors of L, is similar to the
one of the special cycles given in Section 1.4.1. We refer instead to [BM19, Section 4] for
details.

Since L is unimodular and Γ = O+(L), [BM19, Lemma 4.3] implies that every primitive
Heegner divisor is twice an irreducible orthogonal Shimura subvariety of XΓ, and that {Hs}
decompose in primitive Heegner divisors as

(1.8.4) {Hs} =
∑
t2|s

{Hprim
s/t2
}, for every positive integer s.

This is [BM19, Section 4, (17)].

Corollary 1.8.3. For every positive integer s, the image of the ray R≥0 · Vs via ψΓ is
generated by a positive linear combination of primitive Heegner divisors intersected with
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the Hodge class ω. More precisely

ψΓ(R≥0 · Vs) = R≥0 ·

∑
r2|s

(∑
t|r

µ(t)σk−1(s/t2)
)
{Hprim

s/r2 } · {ω}

 .

Proof. It is enough to decompose the generator of ψΓ(R≥0 ·Vs) given by Corollary 1.8.2
via (1.8.4), in fact∑

t2|s

µ(t)σk−1(s/t2){Hs/t2} · {ω} =
∑
t2|s

µ(t)σk−1(s/t2)
∑

r2|(s/t2)

{Hprim
s/t2r2} · {ω} =

=
∑
r2|s

(∑
t|r

µ(t)σk−1(s/t2)
)
{Hprim

s/r2 } · {ω}. �

1.9. Further generalizations

In this section we explain how to use the same pattern of this chapter to investigate
the geometric properties of the cones of special cycles of higher codimension, via vector
valued Siegel modular forms.

Let X be an orthogonal Shimura variety associated to a unimodular lattice L of
signature (b, 2), as in Section 1.4.1. Some of the ideas of this chapter extend to the cases
of special cycles of codimension g ≥ 3, as follows. With an analogous argument as in
Section 1.4.2, the rational polyhedrality of the cones in CHg(X) ⊗ Q generated by the
special cycles {Z(T )}, associated to symmetric half-integral positive semi-definite g × g
matrices T of fixed rank, is implied by the analogous statement on cones of functionals cT
of genus g Siegel modular forms with weight k = 1 + b/2.

Let Mk
g (Q) (resp. Skg (Q)) be the space of Siegel modular forms (resp. Siegel cusp forms)

of genus g and weight k. It is well-known that Mk
g (Q) splits in a direct sum between Skg (Q),

the space generated by the Siegel Eisenstein series Ekg of genus g, and the spaces of Klingen
Eisenstein series associated to Siegel cusp forms of lower genus; see [Kli90, p. 73, Theorem 2].

To the best of our knowledge, a clear growth of the coefficients of Klingen Eisenstein
series, as in [BD18] for genus 2, is not available in literature. For this reason, a generalization
of this chapter in genus g ≥ 3 seems not yet possible.

Nevertheless, we remark that the cones generated by the functionals cT in Mk
g (Q)∗

with rkT = 1 (or rkT = 2) can be deduced via the results of this notes, following the same
idea of the proof of Theorem 1.4.9 (i).

Another interesting problem is to deduce the geometric properties of the cones of special
cycles on orthogonal Shimura varieties X associated to lattices which are non-unimodular.

Since Kudla’s modularity conjecture is proved in [BWR15] in full generality, Proposi-
tion 1.4.8 may be generalized for coefficient extraction functionals associated to vector valued
Siegel modular forms of genus g, with respect to the so-called Weil representation ρL,g;
see [Bru02, Section 1.1] and [Zha09, Section 2.1] for the definition of ρL,g.

The main obstacle to this approach are the properties of the Fourier coefficients of such
vector valued modular forms. In fact, to the best of out knowledge, not only the growths of
the coefficients of the Siegel Eisenstein series and the Klingen Eisenstein series are not yet
clear, but also an explicit “Coefficient Formula” to compute them is missing, even in the
case of genus 2.

For certain non-degenerate quadratic spaces over totally real fields of finite degree, an
analogous construction of orthogonal Shimura varieties (and of special cycles) holds; see
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e.g. [Mae19, Section 1.1]. Kudla’s modularity conjecture has been recently proved also for
these generalizations, assuming the Beilinson–Bloch conjecture; see [Mae19, Theorem 1.6]
and [Kud19, Theorem 1.1]. In this setting, the generating series of special cycles is a
Hilbert–Siegel modular form, with values in the Chow ring. Since Proposition 1.4.8 may
generalize to these kind of modular forms, it might be interesting to study also cones of
coefficient extraction functionals associated to Hilbert–Siegel modular forms.

1.10. Examples of convex hulls in Ck for fixed m

Let k be an integer such that k > 4 and k ≡ 2 mod 4. To make Theorem 1.5.6 and
Proposition 1.6.3 as clear as possible, in this section we compute explicitly the convex
hull in Ck generated by the points Qm(λ), where λ ∈ Lm,k, for m = 4 and 36. As
usual, see Section 1.5, we represent the coefficient extraction functionals cT associated to
matrices T ∈ Λ+

2 as vectors in QdimMk
2 over a basis of the form

Ek2 , E
k
2,1(f1), . . . , Ek2,1(f`), F1, . . . , F`′ .

1.10.1. Case m = 4. Let (R≥0 · cTj )j∈N be a sequence of rays in Ck associated to reduced
matrices in Λ+

2 of the form Tj =
( nj rj/2
rj/2 4

)
, with increasing determinant and bottom-right

entry fixed to m = 4. As we observed in Section 1.5.1, all accumulation rays in Ck arising
from such sequences are of the form R≥0 ·Q4(λ2), where

Q4(λ2) =


1

ζ·α4(1,f1)+ζ·λ2α4(2,f1)

...
ζ·α4(1,f`)+ζ·λ2α4(2,f`)

0
...
0

 , for some λ2 ∈ Lk,4,

where we abbreviate ζ = ζ(1 − k)/2. As usual, we may suppose that the sequence of
ratios ak2(T

[2]
j )/ak2(Tj) is convergent, and we denote its limit by λ2. With the same notation

of Proposition 1.3.23, we compute

α4(1, f) =
c4(f)− c1(f)

σk−1(4)− 1
,

α4(2, f) = c1(f)− α4(1, f),

α4(1, f) + λ2α4(2, f) = (1− λ2)α4(1, f) + λ2c1(f),

(1.10.1)

for every cusp form f ∈ Sk1 .
Recall that Vs =

(
1, ζ · αs(1, f1), . . . , ζ · αs(1, f`), 0, . . . , 0

)t
for every positive integer s.

We deduce from (1.10.1) that the points Q4(λ2) lie on the segment connecting V1 with V4.
This verifies Theorem 1.5.6 for m = 4, since the segment above is the convex hull over R
generated by V1 and V4. More explicitly, these points satisfy the formula

Q4(λ2) = (1− λ2)V4 + λ2V1.

By Corollary 1.3.14 and Proposition 1.3.16, whenever V1 and V4 are different, there
are infinitely many points Q4(λ2), which accumulate towards some Q4(λ′2), where λ′2 is a
special limit in Lsp

k,4(2). The number of such accumulation points is finite; see Remark 1.3.13.
Figure 1 represents the general case of such arrangement of points.

We recall that Ps =
(

1, ζ · cs(f1)/σk−1(s), . . . , ζ · cs(f`)/σk−1(s), 0, . . . , 0
)t
, for every

positive integer s. If s is squarefree, the points Ps and Vs coincide. The point P4 is
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internal in the segment generated by V1 and V4. In fact, it is easy to see via (1.10.1) that
if λ = 1/σk−1(4), then

(1− λ)α4(1, f) + λc1(f) =
c4(f)

σk−1(4)
, for every f ∈ Sk1 .

This is a direct check of Proposition 1.6.3 for s = 4.

1.10.2. Case m = 36. Since this example is similar to the previous one, we omit some
details. Consider all accumulation rays given by sequences of reduced matrices (Tj)j∈N of
increasing determinant and bottom-right entries fixed to m = 36. These rays are generated
by

Q36(λ2, λ3, λ6) =


1

ζ·α36(1,f1)+ζ·λ2α36(2,f1)+ζ·λ3α36(3,f1)+ζ·λ6α36(6,f1)

...
ζ·α36(1,f`)+ζ·λ2α36(2,f`)+ζ·λ3α36(3,f`)+ζ·λ6α36(6,f`)

0
...
0

 ,

for some (λ2, λ3, λ6) ∈ Lk,36. Via simple computations we deduce that

α36(1, f) =
c36(f)− c9(f)− c4(f) + c1(f)

σk−1(36)− σk−1(9)− σk−1(4) + 1
,

α36(2, f) = α9(1, f)− α36(1, f),

α36(3, f) = α4(1, f)− α36(1, f),

α36(6, f) = c1(f)− α4(1, f)− α9(1, f) + α36(1, f),

α36(1, f) + λ2α36(2, f) + λ3α36(3, f) + λ6α36(6, f) =

=
(

1− λ2 − λ3 + λ6

)
α36(1, f) +

(
λ2 − λ6

)
α9(1, f) +

(
λ3 − λ6

)
α4(1, f) + λ6c1(f),

for every f ∈ Sk1 . Hence, it is clear that

Q36(λ2, λ3, λ6) =
(

1− λ2 − λ3 + λ6

)
V36 +

(
λ2 − λ6

)
V9 +

(
λ3 − λ6

)
V4 + λ6V1.

By Lemma 1.3.10 and Corollary 1.3.17, it follows that

λ3, λ2 < 1 and λ6 ≤ λ3, λ2.

The inequality 1− λ2 − λ3 + λ6 ≥ 0 is less trivial, but was proved in (1.5.9) via common
overlaps of ak2(T2) and ak2(T3) as sub-sums of ak2(T ), for every T ∈ Λ+

2 . This implies
that Q36(λ2, λ3, λ6) is contained in the convex hull generated by V1, V4, V9 and V36.

Remark 1.10.1. Suppose that the convex hull generated by V1, V4, V9 and V36 is
a 3-dimensional simplex. Since every point in a simplex can be written as a convex
sum of the vertexes of the simplex in a unique way, we deduce that for different val-
ues (λ2, λ3, λ6) ∈ Lk,m we have different points Q36(λ2, λ3, λ6). Under this hypothesis,
Corollary 1.3.19 implies that the points Q36(λ2, λ3, λ6) accumulate towards infinitely many
points of ConvR({V1, V4, V9, V36}).

The point P36 lie in the convex hull given by V1, V4, V9 and V36. In fact, it is easy to
check that

P36 =
(

1− λ− λ′ + λ′′
)
V36 +

(
λ− λ′′

)
V9 +

(
λ′ − λ′′

)
V4 + λ′′V1.

with λ = 1/σk−1(4), λ′ = 1/σk−1(9) and λ′′ = 1/σk−1(36). This is a direct check of
Proposition 1.6.3 for s = 36.
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CHAPTER 2

Orthogonal Shimura subvarieties and
equidistribution

Abstract

Let X be an orthogonal Shimura variety, and let (Zj)j∈N be a sequence of pairwise
different orthogonal Shimura subvarieties of fixed dimension r ≥ 3. We prove that there
exists a subsequence (Zs)s, and an orthogonal Shimura subvariety Z of X, such that the Zs
equidistribute in Z. We then compute the limits of the sequence of normalized cohomology
classes [Zs]/Vol(Zs). Eventually, we explain a strategy to compute the accumulation rays of
the cones generated by special cycles on X via the previous results.

2.1. Introduction

It is a general fact that the cone of effective divisors on a (quasi-)projective variety
encodes geometric properties of the variety itself. Although in the literature there are
several results on cones generated by families of effective divisors, for example [KM98,
Section 3] [Mul17] [BM19], a little is known for cones generated by algebraic subvarieties, or
more generally cycles, in codimension greater than 1. In Chapter 1, we shed some light in
this direction, in the case of cones generated by codimension 2 special cycles on orthogonal
Shimura varieties. We deduced properties of such cones by means of Fourier coefficients of
Siegel modular forms. For instance, we computed all associated accumulation rays, and we
proved that the cone generated by them is rational and polyhedral.

The purpose of this chapter is to provide a strategy to compute the accumulation rays of
such cones with a different method, namely by means of equidistribution of the probability
measures arising from the irreducible components of special cycles.

To state our results, we need to introduce some notation. Let (V, q) be an indefinite
rational quadratic space of signature (n, 2). We denote by G the linear algebraic group
of isometries SO(V, q). For every congruence (or arithmetic) lattice Γ ⊂ G(Q), and every
maximal compact subgroup K of G(R), we consider the orbifold X = Γ\G(R)/K. It
admits a unique structure of algebraic variety by the Theorem of Baily and Borel. Such
double quotient varieties are usually referred as orthogonal Shimura varieties. One of the
interesting features of such varieties is that they admit many algebraic cycles, which may
be constructed by immersion in X of Shimura varieties of smaller dimension; see [Kud97].

Let (V ′, q′) be an indefinite rational quadratic subspace of signature (r, 2) in (V, q), and
let H be the Q-subgroup SO(V ′, q′) of G. We say that the subvariety Z = Γ\ΓH(R)K/K
of X is an orthogonal Shimura subvariety. It is the immersion in X of the orthogonal
Shimura variety arising from H.

Let ω be a G(R)-invariant Kähler form of the Hermitian symmetric domain G(R)/K.
The associated Kähler metric induces probability measures νX and νZ , respectively on X
and on any orthogonal Shimura subvariety Z. Let (Zj)j∈N be a sequence of orthogonal
Shimura subvarieties of dimension fixed to r ≥ 3. There exists an orthogonal Shimura
subvariety Z of X and a subsequence (Zs)s, such that the subvarieties Zs equidistribute
in Z, i.e. the sequence of probability measures νZs weakly converges to νZ . That result is a
special case of Proposition 2.5.1.
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Theorem 2.1.1. Let X be a smooth orthogonal Shimura variety of dimension n, and
let (Zj)j∈N be a sequence of pairwise different orthogonal Shimura subvarieties in X of
dimension r ≥ 3. If such subvarieties equidistribute in an orthogonal Shimura subvariety Z
of dimension r′ > r, then

(2.1.1)
[Zj ]

Vol(Zj)
−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧ [Z]

Vol(Z)
in H2(n−r)(X,Q) ∩Hn−r,n−r(X).

In this chapter, we prove Theorem 2.1.1, together with its generalization to the case
of singular X. The idea is to rewrite the convergence of normalized de Rham cohomology
classes (2.1.1) in terms of cohomology of currents. The latter are functionals defined as
integrals over the subvarieties Zj of X. We “lift” such currents to integrals defined on
the characteristic bundle S(Zj) of Zj , on which we may compute the limit of such lifted
functionals using the weak convergence of the probability measures νZj . Such limit can
be then rewritten as (a cohomology class of) a current on X, which is equivalent to the
cohomology class appearing on the right-hand side of (2.1.1).

Theorem 2.1.1 has the same flavour as some results of [KM18] and [TT21]. We explain
the differences with the cited references in Remark 2.6.2 and Remark 2.6.3.

Theorem 2.1.1 may be applied to compute the limit of sequences of rays generated
by (cohomology classes of) subvarieties, or more generally, cycles. In Section 2.7, we provide
examples of results in this direction, focusing on sequences of rays generated by Heegner
divisors and special cycles of codimension 2 on X. As previously announced, this lay the
foundation of a strategy to double check the results of Chapter 1 in terms of cohomology,
together with a possible generalization to cycles of higher codimension.

2.2. Orthogonal Shimura varieties and special subvarieties

Throughout this chapter, we denote byG the linear algebraic group of isometries SO(V, q)
associated to some rational quadratic space (V, q) of signature (n, 2), with n ≥ 1. The
Hermitian symmetric domain associated to G is the Kähler manifold arising as the quo-
tient X̃ = G(R)/K, for some maximal compact subgroup K of G(R). Up to isomorphism,
the choice of K does not affect X̃. For this reason, we may suppose K to be the standard
maximal compact subgroup S

(
O(n) × O(2)

)
. It is well-known that such domain can be

realized as the Grassmannian Gr(V ) of negative definite 2-panes in V ⊗ R. We will recall
how to identify X̃ with a connected bounded open subset of Cn in Section 2.3.

An arithmetic subgroup Γ of G(Q) is a subgroup of G(Q)∩G(R)+, where G(R)+ is the
connected component of the identity of G(R) with respect to the Euclidean topology, such
that Γ ∩G(Z) is of finite index in G(Z) and Γ.

Definition 2.2.1. A (connected) orthogonal Shimura variety is a n-dimensional complex
variety X = Γ\G(R)/K arising from some arithmetic lattice Γ of G(Q).

Remark 2.2.2. In the literature, an orthogonal Shimura variety is usually defined with
respect to congruence subgroups. Since the results on equidistribution we are going to use
in this chapter work for more general arithmetic subgroups as well, we do not require Γ to
be of congruence.

By the Theorem of Baily and Borel, there exists a unique algebraic structure on any
such quotient X = Γ\G(R)/K. With such structure, the variety X is either projective or
quasi-projective. The former case can happen only when n < 3.

Along this chapter, we will deal with certain subvarieties of orthogonal Shimura varieties,
the so-called special ones, defined below. The terminology comes from the fact that these
subvarieties can be considered as immersions in X of Shimura varieties of smaller dimension;
see e.g. [Ull07, Section 3.3].
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Definition 2.2.3. Let X = Γ\G(R)/K be an orthogonal Shimura variety. If H is a Q-
algebraic subgroup of G which induces an inclusion of Hermitian symmetric domains

Ỹ = H(R)/(K ∩H(R)) ↪→ G(R)/K,

we say that the immersion of (Γ ∩H(R))\Ỹ in X is a special subvariety.
If a special subvariety Y ofX arises from a Q-subgroupH of G such thatH = SO(V ′, q′),

for some rational quadratic subspace (V ′, q′) of signature (n′, 2) in (V, q), where n′ ≥ 1, we
say that Y is an orthogonal Shimura subvariety.

In general, there are other special subvarieties of X arising from orthogonal Q-subgroups
H of G, where H is not the group of isometries of a rational quadratic subspace of (V, q).
We refer to them as special subvarieties of orthogonal type.

Remark 2.2.4. By [Fio18], all Shimura subvarieties of orthogonal type in X arise from a Q-
subgroup H of G of the form H = ResF/Q SO(U, qU ), for some quadratic space (U, qU ) de-
fined over a totally real extension F of Q, of signature (`, 2) at one place and positive definite
at all other places. By [Fio18, Construction 3.5], the inclusion of groups H ↪→ G = SO(V, q)
factors trough base change to R as follows, with surjective projection onto the first fac-
tor SO(`, 2).

H(R) SO(n, 2)

SO(`, 2)× SO(`+ 2)× · · · × SO(`+ 2)

The orthogonal Shimura subvarieties of Definition 2.2.3 are the special subvarieties of
orthogonal type as above, with F = Q.

Remark 2.2.5. In general, there are special subvarieties of X which are not of orthogonal
type. These arise from unitary subgroups of G; see [Fio18] for a complete classification. The
Hermitian symmetric domain arising from SU(m, 1) is the complex hyperbolic m-space Bm.
Since all Hermitian symmetric domains contained in Bm are complex hyperbolic subspaces,
see e.g. [Bad+20, Proposition 2.3], the special subvarieties of orthogonal type in X are the
only special subvarieties which may contain other special subvarieties of orthogonal type.

Lemma 2.2.6. Let X = Γ\G(R)/K be an orthogonal Shimura variety, and let H be the
group of isometries SO(W, qW ) of some rational quadratic subspace (W, qW ) of signature (r, 2)
in (V, q), with 1 ≤ r ≤ n. Every orthogonal Shimura subvariety of X of dimension r is of
the form Γ\ΓgH(R)K/K for some g ∈ G(R).

Proof. Let X̃ = G(R)/K be the Hermitian symmetric domain attached to G. We
realize X̃ as the Grassmannian Gr(V ) of negative definite 2-planes in V ⊗ R. Let Z
be an orthogonal Shimura subvariety of X of dimension r, and let H ′ = SO(V ′, q′) be
the Q-algebraic subgroup of G such that Z is the immersion in X of ΓH′\H ′(R)/KH′ ,
where ΓH′ = Γ ∩H ′(R), KH′ = K ∩H ′(R), and (V ′, q′) is a rational quadratic subspace
of signature (r, 2) in (V, q). The Hermitian symmetric domain Z̃ = H ′(R)/KH′ associated
to H ′ embeds into X̃, and it may be realized as the Grassmannian Gr(V ′).

The real quadratic subspaces W ⊗ R and V ′ ⊗ R of V ⊗ R have the same dimen-
sion and signature, hence there exists an isometry f : W → V ′. By Witt’s Theorem, the
isometry f extends to an isometry g ∈ O(V ⊗ R) such that g|W = f . Up to compos-
ing g with a reflection with respect to a hyperplane of V ⊗ R containing W ⊗ R, we may
suppose that g ∈ G(R). Since g acts on Gr(V ) mapping Gr(W ) to Gr(V ′), we deduce
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that gH(R)/KH = H ′(R)/KH′ . If we consider the immersion in X of gH(R)/KH , we
deduce that

Γ\ΓgH(R)K/K = Γ\ΓH ′(R)K/K = Z. �

Following the wording of [CU05], we introduce the following terminology.

Definition 2.2.7. A special subvariety of an orthogonal Shimura variety is said to be
strongly special if it arises from a semisimple Q-subgroup H that is not contained in any
proper parabolic Q-subgroup of G.

Remark 2.2.8. The latter condition of Definition 2.2.7 is equivalent to the compactness
of π

(
ZG(R)(H(R))

)
, where π : G(R)→ Γ\G(R) is the quotient map and ZG(R)

(
H(R)

)
is

the center of H(R) in G(R); see [EMS97, Remark 1.2].

We conclude this section by proving that every orthogonal Shimura subvariety of positive
dimension is strongly special.

Proposition 2.2.9. Let X be an orthogonal Shimura variety. Every orthogonal Shimura
subvariety of X is strongly special.

Proof. Let (V, q) be a rational quadratic space of signature (n, 2) such that G
equals SO(V, q), and such that X = Γ\G(R)/K for some arithmetic subgroup Γ of G.
Let Z be an orthogonal Shimura subvariety of X of dimension r > 0. By definition, it
arises from a subgroup H = SO(V ′, q′) of G, for some rational quadratic subspace (V ′, q′)
of signature (r, 2) in (V, q). We may consider H as a subgroup of G via the inclusion

SO(V ′, q′) ↪−→ SO(V, q),

given by extending every isometry in SO(V ′, q′) as the identity over V ′⊥. Equivalently,
the group H is identified with the pointwise stabilizer of V ′⊥ with respect to the action
of SO(V, q).

Since dim(V ) ≥ 3, the parabolic Q-subgroups of G are stabilizer subgroups of isotropic
flags in V , as explained e.g. in [CF, Theorem T.3.9]. We recall that a flag F in V is an
increasing chain of non-zero proper subspaces of V , denoted as

F = {F1 $ · · · $ Fm}, for some m > 0.

A flag F is said to be isotropic if each Fj is totally isotropic in V . We say that a subgroup
of G stabilizes the flag F if it preserves every subspace Fj , for j = 1, . . . ,m.

Suppose that Z is not strongly special. This means that there exists a parabolic Q-
subgroup P ≤ G such that H ≤ P . As previously remarked, every parabolic subgroup of G
is the stabilizer of an isotropic flag of V . We denote by F the isotropic flag stabilized by P .
Since the Witt index of (V, q) is at most 2, the maximal isotropic subspaces of V have
dimension at most 2. Therefore, the isotropic flag F is either of the form F = {F1 $ F2},
or F = {F1} with dim(F1) = 1, 2.

It is enough to prove that H does not stabilize any totally isotropic subspace F1 ⊂ V
of dimension 1 or 2. We may suppose that any such F1 does not intersect V ′. In fact, the
orbits of the proper isotropic subspaces of V ′ of fixed dimension with respect to the action
of SO(V ′, q′) are finite. They are actually either at most 2 by [CF, Proposition T.3.7].
Since whenever (V ′, q′) is isotropic, there is an infinite number of proper isotropic subspaces
of V ′, we may assume that F1 ∩ V ′ = ∅.

We begin with the case of dim(F1) = 1. Let u be a basis vector of F1, and let πV ′
(resp. πV ′⊥) be the projection on the first (resp. second) factor arising from the orthogonal
decomposition V = V ′ ⊕ V ′⊥. Since u = πV ′(u) + πV ′⊥(u) and q(u) = 0, then

0 = q(u) = q
(
πV ′(u)

)
+ q
(
πV ′⊥(u)

)
.
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The orthogonal complement (V ′⊥, q|V ′⊥) is a rational quadratic subspace of V of positive sig-
nature. Since we suppose u /∈ V ′, then πV ′⊥(u) 6= 0 and q(πV ′⊥(u)) > 0, hence q(πV ′(u)) < 0.
Since there exists h ∈ H such that h(πV ′(u)) is not a scalar multiple of πV ′(u), as one can
show using reflections by suitable vectors which are not orthogonal to πV ′(u), we deduce
that

h(u) = h(πV ′(u)) + h(πV ′⊥(u)) = h(πV ′(u)) + πV ′⊥(u),

hence h(u) is not a scalar multiple of u. That is, h(u) /∈ F1.
The case dim(F1) = 2 is analogous. Every u ∈ F1 is such that πV ′(u) lies in a negative

definite quadratic subspace W of V ′ of dimension at most 2. Let h ∈ H be such that
it maps W to a different negative-definite subspace of V ′. Then some u ∈ F1 is such
that h(u) /∈ F1. �

2.3. Characteristic bundles

The characteristic bundle S(X̃) is a subbundle of the projective tangent bundle of X̃.
In this section we recall the explicit construction of S(X̃) as a homogeneous space. To avoid
the characteristic bundle to be degenerate, we suppose that G is the group of isometries of
a rational quadratic space of signature (n, 2), where n ≥ 3.

2.3.1. Bounded domains of type IV. The homogeneous space X̃ = G(R)/K is said to
be of type IV, see [Mok89, p. 75]. As a bounded symmetric domain, it is usually identified
with the connected bounded open subset DIV

n ⊂ Cn defined as

(2.3.1) DIV
n =

{
z = (z1, . . . , zn) ∈ Cn : ‖z‖2 < 2 , ‖z‖2 < 1 +

∣∣(∑j z
2
j )/2

∣∣2}.
We quickly recall how to identify DIV

n with the quotient G(R)/K. The linear action
of G(R) on Cn+2, obtained by extension of scalar of the standard one on Rn+2, induces an
action on Pn+1 by projectivisation. The latter action restricts to the projective quadric Qn
given by the equation

w2
1 + · · ·+ w2

n − w2
n+1 − w2

n+2 = 0,

where we denote by wj the coordinates with respect to the standard basis e1, . . . , en+2

of Cn+2. We denote by Ω0
n the subset of such quadric defined as

Ω0
n =

{
(w1 : · · · : wn+2) ∈ Qn :

n∑
j=1

|wj |2 < |wn+1|2 + |wn+2|2
}
,

that is, the subset of Qn on which the associated Hermitian symmetric form is negative
definite.

The open subset Ω0
n has two connected components. The bounded symmetric do-

main DIV
n may be identified with a connected component of Ω0

n as follows. Define the new
basis e′1, . . . , e′n+2 of Cn+2 as e′j = ej if j = 1, . . . , n, and

e′n+1 = (en+1 + ien+2)/
√

2, e′n+2 = (en+1 − ien+2)/
√

2,

and denote by zj the associated coordinates. From now on, all coordinates are with respect
to this basis. We denote by Ωn the connected component of Ω0

n containing the point

(2.3.2) P = (0 : · · · : 0 : 1 : 0).

We identify Ωn with DIV
n mapping the point (z1 : · · · : zn : 1 :

∑n
j=1 z

2
j /2) of Ωn

to (z1, . . . , zn) ∈ Cn.
The action of G(R) on Pn+1 restricts to a transitive action on Ω0

n. We denote
by SO+(n, 2) the connected component of G(R) containing the identity, with respect
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to the Euclidean topology, i.e. considering G(R) as a Lie group. The action of SO+(n, 2) is
transitive on the connected component Ωn of Ω0

n. It is well-known that

(2.3.3) StabSO+(n,2)(P ) = SO(n)× SO(2) = StabG(R)(P ).

This implies that we may identify Ωn, resp. Ω0
n, with the quotient

SO+(n, 2)/ SO(n)× SO(2), resp. G(R)/ SO(n)× SO(2).

We now show that to rewrite the connected component Ωn in terms of G(R), we need
to enlarge the subgroup SO(n) × SO(2) to the maximal compact K = S

(
O(n) × O(2)

)
.

Any element of G(R) mapping Ωn to its complement in Ω0
n is said to be a reflection. We

consider the reflection r defined as

(2.3.4) r =

(
−1

In−1

−1
1

)
∈ SO−(n)× SO−(2),

with respect to the coordinates w1, . . . , wn+2, where we denote by SO−(m) the complement
of SO(m) in O(m), for every positive integer m. If we represent such reflection with respect
to the coordinates z1, . . . , zn+2, then it becomes of the form

r =

(
−1

In−1

−1
−1

)
.

Using the latter representation, we deduce that r maps the point P ∈ Ωn defined as
in (2.3.2) to the point (0 : · · · : 0 : 0 : 1) of the other connected component Ω0

n \ Ωn of Ω0
n.

We remark that we may use the reflection r to split K as

(2.3.5)
K = S

(
O(n)×O(2)

)
=
(

SO(n)× SO(2)
)∐(

SO−(n)× SO−(2)
)

=

=
(

SO(n)× SO(2)
)∐

r ·
(

SO(n)× SO(2)
)
.

Since r switches the two connected components of Ω0
n, we deduce that Ω0

n/〈r〉 = Ωn. It is
then enough to enlarge the group SO(n)× SO(2) by r, obtaining K as shown by (2.3.5), to
deduce that G(R)/K may be identified with Ωn.

We now make the actions of SO(n) × SO(2) on Ωn and on its projectivised tangent
bundle more explicit. We follow the wording of [Mok89, Section 4.2 (2.5), p. 77]. Here we
write the formulas with respect to the model DIV

n , since they are easier to describe.
If ρθ ∈ SO(2) is the rotation of an angle θ and T ∈ SO(n), then

(2.3.6) (T, ρθ) · z = eiθTz,

for every z = (z1, . . . , zn) ∈ DIV
n .

Since X̃ is identified with the open subsetDIV
n ⊂ Cn, its tangent bundle and projectivized

tangent bundle are trivial:

TX̃ = X̃ × Cn −→ X̃, PTX̃ = X̃ × Pn−1 −→ X̃.(2.3.7)

The action of SO+(n, 2) on X̃ = Ωn lifts to an action on TX̃ by differentiation. Since
the action of the subgroup SO(n)×SO(2) is linear on Ωn, see (2.3.6), then the lifted action
on the tangent bundle and on the projectivized tangent bundle are simply

(2.3.8)
(T, ρθ) · (z, v) = (eiθTz, eiθTv) for every (z, v) ∈ Ωn × Cn,

(T, ρθ) · (z, [v]) = (eiθTz, [Tv]) for every (z, [v]) ∈ Ωn × Pn−1.

This implies that

(2.3.9) StabSO(n)×SO(2)(0, [v]) = StabSO(n)(0, [v])× SO(2),

for every [v] ∈ Pn−1.
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2.3.2. Characteristic bundle. We provide here an explicit definition of the characteristic
bundle of Ωn following the wording of [Mok89, p. 101, Examples], constructing it as a
homogeneous space with respect to the action of the connected Lie group SO+(n, 2). We will
illustrate how to identify such bundle as a quotient of the connected algebraic group SO(n, 2)
at the end of this section.

Definition 2.3.1. The characteristic bundle of Ωn is the subbundle

S(Ωn) ∼= Ωn × S0 ⊆ Ωn × Pn−1,

where S0 is the SO(n)-orbit of the point (1 : i : 0 : · · · : 0) ∈ Pn−1.

Let Rn ⊂ Pn−1 be the quadric defined by the equation v2
1 + · · ·+ v2

n = 0, containing
the point [ṽ] = (1 : i : 0 : · · · : 0). It is well-known that the action of SO(n) is transitive
over Rn, with stabilizer StabSO(n)([ṽ]) = SO(n− 2)× SO(2). This implies that

(2.3.10) S0
∼= Rn = SO(n)/SO(n− 2)× SO(2).

Proposition 2.3.2. Let n ≥ 3. The characteristic bundle of X̃ is a complex manifold
which is homogeneous with respect to the action of SO+(n, 2). It can be identified with a
quotient of Lie groups as

S(X̃) ∼= SO+(n, 2)/
(

SO(n− 2)× SO(2)× SO(2)
)
.

Proof. We identify X̃ with Ωn. The Lie group SO+(n, 2) acts on S(Ωn) ∼= Ωn × S0

transitively. In fact, it acts transitively on Ωn, and by construction the stabilizer of the
point P = (0 : · · · : 0 : 1 : 0) ∈ Ωn acts transitively on S0.

Consider the point on the characteristic bundle defined as

(P, [ṽ]) =
(

(0 : · · · : 0 : 1 : 0), (1 : i : 0 : · · · : 0)
)
∈ Ωn × S0.

We may identify S(Ωn) with the quotient SO+(n, 2)/ StabSO+(n,2)

(
(P, [ṽ])

)
. By (2.3.3)

and (2.3.9), we deduce that

StabSO+(n,2)

(
(P, [ṽ])

)
= StabStabSO+(n,2)(P )

(
(P, [ṽ])

)
= StabSO(n)×SO(2)

(
(P, [ṽ])

)
=

= SO(n− 2)× SO(2)× SO(2). �

Corollary 2.3.3. Let n ≥ 3. The characteristic bundle of X̃ is homogeneous with respect
to the action of G(R). It can be identified with the quotient

S(X̃) ∼= G(R)/K ′,

where K ′ is the compact subgroup of G(R) generated by SO(n− 2)× SO(2)× SO(2) and
the reflection r defined in (2.3.4).

Proof. The group G(R) is generated by SO+(n, 2) and the reflection r, in fact

G(R) = SO+(n, 2)
∐

r · SO+(n, 2).

For simplicity, we denote SO(n− 2)× SO(2)× SO(2) by K ′′. We may rewrite

(2.3.11) K ′ = K ′′
∐

r ·K ′′.

We prove that the map

SO+(n, 2)/K ′′ −→ SO(n, 2)/K ′, gK ′′ 7−→ gK ′

is actually a bijection. Let gK ′ ∈ SO(n, 2)/K ′. Up to multiplying by r, we may suppose
that g ∈ SO+(n, 2). Suppose that gK ′ = g̃K ′ for some g̃ ∈ SO+(n, 2). This implies there
exists k1 ∈ K ′ such that g = g̃k1. By (2.3.11), we deduce that k1 lies in K ′′ �
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2.4. Measure theory

This section provides the background on Measure Theory needed for the equidistribution
results of Section 2.5. We fix a group of isometry G = SO(V, q) for some rational quadratic
space (V, q) of signature (n, 2), where n ≥ 3, a compact maximal subgroup K of G(R), and
an arithmetic lattice Γ in G(Q).

We illustrate here how to construct normalized Borel measures associated to the
Hermitian symmetric domain X̃ = G(R)/K, its characteristic bundle S(X̃) and the special
subvarieties of X = Γ\G(R)/K.

2.4.1. The measures ν
X̃

and νX . Any G(R)-invariant Kähler metric on the symmetric
domain X̃ = G(R)/K is a constant multiple of the metric arising from the Killing form
of the Lie algebra of G(R). We choose one of those metrics, denote by vol the associated
volume form, and by ω its induced Kähler form. By Wirtinger’s Theorem, the volume
form ωn is such that vol = ωn/n!. Let F

X̃
be a fundamental domain of X̃ with respect to

the action of Γ.
The restriction vol |F

X̃
induces a G(R)-invariant Kähler metric on X such that Vol(F

X̃
)

is finite. We denote by ν
X̃

the normalized measure on X̃ induced by the volume form

vol

Vol(F
X̃

)
=

ωn

n! Vol(F
X̃

)
,

and by νX the probability measure induced on X by restriction to F
X̃
.

2.4.2. The measures νX,K′. Let Ξ = Γ\G(R). It is well-known that there exists a
unique G(R)-invariant measure on Ξ up to a positive scalar; see [PR94, Chapter 3, Theo-
rem 3.17]. Endowed with this measure, Ξ is of finite volume. We denote by νΞ the G(R)-
invariant probability measure on Ξ obtained by normalization. Fix x ∈ G(R)/K and define
the projection

πx : Ξ −→ X = Γ\G(R)/K,

Γg 7−→ Γgx.

The G(R)-invariant probability measure obtained as the push-forward of the measure νΞ

via πx does not depend on the choice of x and coincides with the measure νX defined
in Section 2.4.1. We denote by νX,K′ the G-invariant probability measure obtained via
push-forward as above, replacing K with any closed subgroup K ′ ≤ K.

2.4.3. An explicit measure νX,K′ for the characteristic bundle. In Section 2.3 we
constructed the characteristic bundle S(X̃) ∼= X̃ × S0 → X̃ as a holomorphic sub-bundle
of PTX̃ ∼= X̃ × Pn−1. The factor S0 can be identified with the quadric Rn ⊂ Pn−1 of
equation v2

1 + · · ·+ v2
n = 0.

The bundle S(X̃) inherits an action of G(R). By Corollary 2.3.3, it is homogeneous
with respect to such action, and it can be identified as a quotient G(R)/K ′ for some
closed subgroup K ′ of K. For this reason, we may associate to S(X̃) the G(R)-invariant
probability measure νX,K′ , as illustrated in Section 2.4.2.

We denote by νFS the probability measure on S0 induced by the Fubini–Study metric
of Pn−1, namely

νFS =
1

VolFS(Rn)
volFS |Rn ,

where volFS is the volume form on Pn−1 induced by the Fubini–Study metric.

Lemma 2.4.1. The measure ν
X̃
× νFS on S(X̃) is G(R)-invariant.
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Proof. Let r be the reflection defined in (2.3.4). Since such reflection acts trivially
on the quotient S(X̃) = G(R)/K ′, it is enough to prove the G(R)+-invariance of ν

X̃
,

where G(R)+ is the connected component of the identity of G(R) with respect to the
euclidean topology.

Since ν
X̃

is G(R)+-invariant over X̃, it is enough to prove that νFS|Rn is StabG(R)+(P )-
invariant over the fiber {P}×Rn of the characteristic bundle, where P ∈ Ωn is as in (2.3.2).
We recall from (2.3.3) that under the identification of X̃ with Ωn we have

StabG(R)+(P ) = SO(n)× SO(2).

The Fubini–Study measure on Pn−1 is invariant with respect to the linear action induced
by U(n). Since in StabG(R)+(P ) the factor SO(2) acts trivially by (2.3.9), and the remaining
factor SO(n) is contained into U(n), we deduce that νFS|Rn is a SO(n)× SO(2)-invariant
measure on Rn. �

Definition 2.4.2. The characteristic bundle S(X) over a smooth orthogonal Shimura
variety X is the fiber bundle defined as S(X̃) = Γ\S(X̃).

Let FS(X̃)
be a fundamental domain of S(X̃) with respect to the action of Γ. We may

choose such a fundamental domain as FS(X̃)
= F

X̃
× FRn , where FRn is a fundamental

domain of Rn with respect to the action of Γ ∩ StabG(R)(P ). In fact, recall that the action
of G(R) on X̃ induces by differentiation an action of StabG(R)(Q) on the fibers {Q} ×Rn,
for every Q ∈ X̃. Since S(X̃) is homogeneous, it is enough to consider a fundamental
domain of the action of Γ∩ StabG(R)(P ) on the fiber {P}×Rn, where P is as in (2.3.2), to
reach all points on the fibers of the form {γ ·P}×Rn, where γ ∈ Γ. An analogous description
holds also for any other point Q in the fundamental domain F

X̃
, since if g ∈ G(R) is such

that g : P 7→ Q, then StabG(R)(Q) = g · StabG(R)(P ) · g−1.
Since X̃ is homogeneous, it is enough to consider only the action of StabG(R)(P ) over

the fiber {P} ×Rn, where P is as in (2.3.2), to determine a fundamental domain in Rn.

Lemma 2.4.3. The measure νX,K′ of S(X) is induced by restriction to FS(X̃)
of the

normalized measure ν
X̃
×νFS

(ν
X̃
×νFS)(FS(X̃)

) .

Proof. For simplicity, we denote by µ the latter normalized measure. Since νX,K′
is G(R)-invariant, it is the restriction of a G(R)-invariant measure ν on S(X̃) to a funda-
mental domain FS(X̃)

, normalized such that the volume of such fundamental domain is

one. By Lemma 2.4.1, also µ comes from a G(R)-invariant measure on S(X̃) normalized
in the same way. Since there exists a unique non-zero G(R)-invariant measure on S(X̃)
up to positive scalar, see [PR94, Chapter 3, Theorem 3.17], the previous two measures
coincide. �

2.4.4. Measures on orthogonal Shimura subvarieties. Let Z be an orthogonal Shimura
subvariety of X of dimension r ≥ 3. We want to define G(R)-invariant probability mea-
sures νZ and νZ,K′ on X and S(X) respectively, in analogy to the ones defined above.

Let H = SO(V ′, q′) be the subgroup of G associated to some subspace (V ′, q′) of (V, q),
such that Z is the immersion in X of the orthogonal Shimura variety Z ′ = ΓH\H(R)/KH ,
where ΓH = Γ∩H(R) and KH = K ∩H(R). We may rewrite such r-dimensional immersion
as Z = Γ\ΓH(R)K/K.

Let νZ′ be the probability measure of Z ′ constructed as in Section 2.4.1. We denote
by νZ the push-forward of the measure νZ′ via the immersion map Z ′ → X.
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To define νZ,K′ , we follow an analogous procedure. The characteristic bundle on Z ′
is S(Z ′) = ΓH\H(R)/K ′H , where K

′
H = K ′ ∩ H(R). It is endowed with a probability

measure νZ′,K′H . We denote by νZ,K′ the measure obtained as push-forward of νZ′,K′H via
the immersion S(Z ′)→ S(X).

2.5. Equidistribution results

The last tool we need for the proof of Theorem 2.1.1 is a generalization of [MT15,
Proposition 2.2] to higher dimensions. Namely, we want to “lift” any weak convergence of
measures νZn → νZ on X = Γ\G(R)/K to a weak convergence of measures on Ξ = Γ\G(R).
This is provided by the following result, that may be considered as a refinement of [CU05,
Théoremè 1.2] in the case of orthogonal Shimura varieties. We recall that the orthogonal
Shimura subvarieties of X are always strongly special, as we proved in Proposition 2.2.9.

Proposition 2.5.1. Let X = Γ\G(R)/K be an orthogonal Shimura variety, and let (Zm)m
be a sequence of orthogonal Shimura subvarieties of fixed dimension in X. Suppose
that K ′ is a closed subgroup of K. The sequence of probability measures (νZm,K′)m
on XK′ = Γ\G(R)/K ′ contains a subsequence (νZj ,K′)j which weakly converges to the
probability measure νZ,K′ associated to some orthogonal Shimura subvariety Z of X. The
subvarieties Zj are eventually contained in Z.

For the sake of brevity, whenever a sequence (Zj)j is such that the associated probability
measures weakly converge to the one of a subvariety Z, as in Proposition 2.5.1, we say that
the subvarieties Zj equidistribute in Z.

Proof. Let e be the neutral element ofG. We firstly prove that the result withK ′ = {e}
implies the result for any other closed K ′ ≤ K. Let K ′ be an arbitrary closed subgroup,
and let π : Γ\G(R)→ Γ\G(R)/K ′ be the quotient map. As explained in Section 2.4.4, we
have

νZm,K′ = π∗(νZm,{e}) and νZ,K′ = π∗(νZ,{e}).

Since π is continuous and νZj ,{e} weakly converges to νZ,{e} when j → ∞ on X{e},
also νZj ,K′ → νZ,K′ weakly.

We now prove the result for K ′ = {e}. We recall that G = SO(V, q) for some rational
quadratic space (V, q) of signature (n, 2), where n is the dimension of X, and K is a maximal
compact subgroup of G(R) isomorphic to S

(
O(n)×O(2)

)
. By Lemma 2.2.6, there exists

a Q-subgroup H = SO(V ′, q′) of G, for some subspace (V ′, q′) of signature (r, 2) with r > 0,
and gm ∈ G(R) such that Zm can be rewritten as

Zm = Γ\ΓgmH(R)K/K ⊆ X, for every m ∈ N.

Since G and H are semisimple and defined over Q, they admit no non-trivial characters
defined over Q. Since the subvarieties Zm are strongly special by Proposition 2.2.9, the sub-
group H is such that π(ZG(H)) is compact; see Remark 2.2.8. As explained e.g. in [BHC62,
Section 8], since G and H are semisimple, they admit no non-trivial characters defined
over Q. By virtue of the previous properties of H, we may apply [EMS97, Theorem 1.1],
deducing that there exists a subsequence of {νZm,{e}}m which weakly converges to a mea-
sure ν on Γ\G (the subsequence does not “escape to infinity”). We denote this subsequence
by {νZj ,{e}}j . Since H is Q-simple, we can apply [EO06, Proposition 2.1], deducing the
existence of a closed connected (real) subgroup L of G(R) containing H(R) such that:

(1) ν is a L-invariant measure supported on Γ\ΓcL(R) for some c ∈ G(R).
(2) cLc−1 ∩ Γ is a (Zariski dense) lattice in cLc−1, hence cLc−1 is defined over Q.
(3) there exist j0 ∈ N and a sequence {xj ∈ ΓgjH(R)}j converging to c such that cLc−1

contains the subgroup generated by {xjH(R)x−1
j : j ≥ j0}.
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The variety Z := Γ\ΓcLK/K is a special subvariety of X. By [Fio18], it must be of
orthogonal type; see also Remark 2.2.5. We conclude the proof showing that cLc−1 = E(R),
where E = SO(W, qW ) for some rational quadratic subspace (W, qW ) of signature (r′, 2)
in (V, q), where r′ ≥ r, or equivalently that Z is an orthogonal Shimura subvariety of X of
dimension r′ ≥ r.

Since the subvarieties Zj equidistribute in Z, the latter is the minimal special subvariety
of X containing Zj for all j ≥ j0. That is, if Y is a special subvariety of X containing Zj
for all j ≥ j0, then Y contains also Z.

Let Ej = SO(Wj , qWj ) be the group of isometries of some rational quadratic subspace
of signature (r, 2) in (V, q), such that Ej(R) = xjH(R)x−1

j . Such subspaces (Wj , qWj ) exist,
since xj ∈ ΓgjH(R) and gjH(R)g−1

j = Hj(R), where Hj = SO(Vj , qj) is the Q-subgroup
of G that gives rise to the orthogonal Shimura subvarieties Zj . In fact, the previous
conditions imply that there exists γj ∈ Γ such that

γjHj(R)γ−1
j = xjH(R)x−1

j ,

so that we may choose Wj := γVj and qWj
:= q|Wj .

LetW be the rational subspace of V generated by allWj with j ≥ j0, and let qW := q|W .
We prove that cLc−1 = E(R), where E = SO(W, qW ). Denote by M the Q-subgroup of G
such that cLc−1 = M(R), and consider the orthogonal Shimura subvariety

Y = Γ\ΓE(R)K/K.

By construction, we know that Zj ⊆ Z ⊆ Y , and that Ej is a Q-subgroup of both E andM ,
for every j ≥ j0. Therefore M is a Q-subgroup of E.

The inclusion of Q-groups M ↪→ E gives rise to an immersion of Shimura varieties. By
Remark 2.2.4, there exists a quadratic space (U, qU ) over a totally real field extension F
of Q such that M = ResF/Q SO(U, qU ). Up to base change to R, the inclusion M ↪→ E
factors trough

(2.5.1) M(R) ↪−→ SO(`, 2)× SO(`+ 2)× · · · × SO(`+ 2),

for some ` ≤ r′, and the projection to the first factor SO(`, 2) is surjective.
If ` = r′, then there must be no compact factor SO(` + 2) in (2.5.1) by dimension

issues, that is, F = Q. Since the projection of M(R) to SO(`, 2) is surjective, the inclu-
sion M(R) ↪→ E(R) is onto, hence M = E.

We conclude by proving that ` can not be less than r′. We know that M(R) contains
the group of isometries Ej(R) ∼= SO(r, 2), for every j ≥ j0. The composition of the
inclusion Ej(R) ↪→M(R) composed with (2.5.1) can only land in the first factor SO(`, 2)
of the right-hand side of (2.5.1). In fact, suppose that it does not. Then, projecting to
one of the factors SO(` + 2) in (2.5.1), there exists a non-trivial homomorphism of real
algebraic groups φ : Ej(R)→ SO(`+ 2). Since ker(φ) is normal in Ej(R) and the latter is
simple, the map φ must be injective. This implies that Ej(R) is isomorphic to a closed
subgroup in SO(`+ 2), hence it is compact, but it is well-known that Ej(R) is not.

Since Fj(R) is the group of isometries of the real quadratic subspace Wj ⊗R of W ⊗R,
then SO(`, 2) must be the group of isometries of a real quadratic space containing all
such Wj ⊗ R. This implies that (`, 2) must be the signature of a quadratic space containing
all Wj . Since W ⊗ R has been chosen to be the span of the subspaces Wj ⊗ R, then (`, 2)
must be at least the signature ofW⊗R, and the latter is (r′, 2). This implies that ` = r′. �

2.6. Sequences of orthogonal Shimura subvarieties in cohomology

The goal of this section is to prove Theorem 2.1.1, which we restate here for simplicity.
Recall that we denote by ω the Kähler form associated to any G(R)-invariant Riemann
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metric on G(R)/K, as well as the induced form on any smooth orthogonal Shimura variety
arising from G.

Theorem 2.6.1. Let X be a smooth orthogonal Shimura variety of dimension n ≥ 3, and
let (Zj)j∈N be a sequence of pairwise different orthogonal Shimura subvarieties in X of
dimension r ≥ 3. If such subvarieties equidistribute in an orthogonal Shimura subvariety Z
of dimension r′ > r, then

(2.6.1)
[Zj ]

Vol(Zj)
−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧ [Z]

Vol(Z)
in H2(n−r)(X,Q) ∩Hn−r,n−r(X).

The idea is to prove the equivalent convergence statement on cohomology of currents
of X, as in [MT15]. To show such convergence, we will “lift” certain integrals on Zj to
integrals on the characteristic bundle associated to Zj . Since the latter degenerates when
the dimension of Zj is less than 3, we impose the condition r ≥ 3.

In what follows, we firstly introduce the fundamental notation and the necessary
background. The proof of Theorem 2.1.1 is given in Section 2.6.4.

Remark 2.6.2. Theorem 2.1.1 is similar in spirit but slightly more general than [KM18,
Corollary 1.5], when applied to orthogonal Shimura varieties. We illustrate here the
differences between such results.

In the present notes, we deal with orthogonal Shimura varieties of dimension at least 3,
which are quasi-projective, hence non-compact. In [KM18], the authors are interested in
Shimura varieties arising from ball-quotients. For this reason, the varieties considered
in [KM18, Corollary 1.5] are chosen to be compact. Although their result is stated under
the hypothesis of compactness, it seems reasonable that the approach of [KM18] can be
extended to the non-compact case.

The sequence (Yj)j∈N of subvarieties of X appearing in [KM18, Corollary 1.5] is such
that no subsequence is contained in a proper subvariety of X. In Theorem 2.1.1 we do
not request such property. In fact, the sequence (Zj)j∈N may equidistribute, and hence be
contained, in a proper subvariety of X.

The proofs of Theorem 2.1.1 and [KM18, Corollary 1.5] are both based on the same
idea of “lifting” integrals from X to certain homogeneous bundles over X. However, such
bundles are different in the two proofs. In the former, we will use the characteristic bundle
of X, while for the latter the authors use the Grassmann bundle of X.

Remark 2.6.3. The recent paper [TT21] contains results on equidistribution of subva-
rieties in orthogonal Shimura varieties, with an application to special cycles; see [TT21,
Proposition 1.14]. As in [KM18], the subvarieties considered therein do not equidistribute
in proper subvarieties. Therefore, Theorem 2.1.1 is does not follow from [TT21].

2.6.1. Some results from Kähler geometry. On a complex manifoldM there is a priori
no canonical choice of distance and volume, since there is no canonical choice of a metric.
Whenever M is Kähler, both the previous concepts are referred to the chosen Kähler metric
of M . Along this section, we fix a Kähler manifold M of complex dimension m with Kähler
form ω, and we denote by vol the canonical volume form of M induced by the Kähler
metric. For any 1 ≤ ` ≤ m, we denote by A`,`(X,R) the space of real (`, `)-forms on M .

For every submanifold Y of M , the restriction ω|Y gives a natural structure of Kähler
manifold to Y . The Wirtinger Theorem enables us to compute the volume of Y via ω|Y .
Namely, if dimY = s, then

(2.6.2) Vol(Y ) =
1

s!

∫
Y
ωs.

To introduce some of the needed notation, we recall here how to prove (2.6.2). We
firstly consider the volume of the whole M . There exist local coordinates z1, . . . , zm of M
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such that the volume form induced by the Kähler metric can be written as

vol = (
√
−1/2)mdz1 ∧ dz1 ∧ · · · ∧ dzm ∧ dzm,

and ω = (
√
−1/2)dz1 ∧ dz1 + · · ·+ dzm ∧ dzm. The Wirtinger Theorem follows from the

fact that

(2.6.3) ωp = p!

(√
−1

2

)p∑
I

dzI ∧ dzI , for every 1 ≤ p ≤ m,

where I = (i1 < · · · < ip) is a set of different p indexes among 1, . . . ,m, and where
dzI = dzi1 ∧ · · · ∧ dzip , analogously for dzI . This means that ωm is a volume form ofM , but
differs from the one induced by the Kähler metric by a factor m!. This implies (2.6.2) in the
case of Y = M . If Y is a submanifold of M of dimension s, we can choose the previous local
coordinates z1, . . . , zm such that Y is locally given by the zero locus zs+1 = · · · = zm = 0.
The previous argument specialized to the first s local coordinates gives (2.6.2) in full
generality.

2.6.2. The function ϕα and its properties. LetM be a Kähler manifold of dimensionm
with Kähler form ω. The purpose of this section is to introduce the auxiliary function ϕα
associated to a real (`, `)-form α on M . Such function is the direct generalization of its
homonym in [MT15, Section 3, p. 908], and will be useful to prove Theorem 2.1.1.

Definition 2.6.4. Let α ∈ A`,`(M,R), for some 1 ≤ ` ≤ m. We denote by ϕα the smooth
function

ϕα : PTM −→ R, [v] 7−→
(√
−1

2

)−`
· αp

( ∧` v ∧
∧` v∑

I

∏
i∈I |vi|

2

)
,

for every [v] ∈ PTpM and every p ∈M , where I = (i1 < · · · < i`) varies among the sets of
different ` indexes taken from 1, . . . ,m.

The definition of ϕα does not depend on the choice of the representative v. We check
here that ϕα is real-valued for every α ∈ A`,`(M,R).

Let z1, . . . , zm be local coordinates of M in a neighborhood a point p ∈M . We rewrite
locally α as

(2.6.4) α =

(√
−1

2

)`∑
I,J

αIJdzI ∧ dzJ ,

where dzI = dzi1 ∧ · · · ∧ dzi` , analogous for dzJ , and αIJ is a locally defined complex-valued
smooth function. The form α is real, i.e. α = α, hence(√

−1

2

)`∑
I,J

αIJdzI ∧ dzJ =

(
−
√
−1

2

)`∑
I,J

αIJdzI ∧ dzJ =

=

(
−
√
−1

2

)`
(−1)`

∑
I,J

αIJdzJ ∧ dzI =

(√
−1

2

)`∑
I,J

αIJdzJ ∧ dzI .

This implies that αIJ = αJI for all I and J , and in particular that αII = αII , that is, the
function αII is real-valued for every I.

We now compute ϕα with respect to these local coordinates. Let [v] ∈ PTpM , and rewrite
the representative v with respect to the dual basis of dz1, . . . , dzm as v =

∑m
i=1 vi(∂/∂zi)|p.
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We deduce that

(2.6.5)
ϕα([v]) ·

(∑
I

∏
i∈I
|vi|2

)
=
∑
I,J

αIJ(p)
∏
i∈I

vi
∏
j∈J

vj =

=
∑
I

αII(p)
∏
i∈I
|vi|2 +

∑
I 6=J

αIJ(p)
∏
i∈I

vi
∏
j∈J

vj .

We checked above that αII is a local real-valued function, hence the first term of the right-
hand side in (2.6.5) is a real number for every v ∈ TpM . We also checked that αIJ = αJI ,
therefore the second term of the right-hand side in (2.6.5) simplifies to

∑
{I,J}, I 6=J

2<

αIJ(p)
∏
i∈I

vi
∏
j∈J

vj

 ,

which is a real number.

We conclude this section with some remarks on the auxiliary function ϕα associated to
a top-degree form α ∈ Am,m(M,R). It is well-known that there exists a real-valued smooth
function ψα : M → R such that

(2.6.6) α = ψα · vol =
ψα
m!
· ωm,

where vol is the volume form of M induced by the Kähler metric. For top-degree forms,
the function ϕα defined in Subsection 2.6.2 is trivial, as proved with the following result.

Lemma 2.6.5. The value of ϕα : PTM → R is constant along the fibers, namely

ϕα([v]) = ψα(p), for every [v] ∈ PTpM.

Proof. We choose suitable local coordinates around p such that the volume form can be
locally written as vol = (

√
−1/2)mdz1 ∧dz1 ∧ · · · ∧ dzm ∧dzm. Writing any representative v

as v =
∑m

i=1 vi(∂/∂zi)|p, we deduce that

ϕα([v]) = ψα(p)

(∏m
i=1 vi

∏m
i=1 vi∏m

i=1 |vi|
2

)
= ψα(p). �

2.6.3. Lift of integrals. The following technical result is a generalization of [MT15,
Lemma 3.3] to Kähler manifolds of dimension greater than two. We will use this result
along the proof of Theorem 2.1.1 to “lift” integrals on orthogonal Shimura subvarieties to
integrals over their associated characteristic bundles. We use the notation of the previous
sections.

Proposition 2.6.6. Let Y be a submanifold of M of dimension s. Choose a 2(s−1)-form η
on PTY that restricts to the normalized Fubini–Study volume form ηy on the fiber PTyY
for every y ∈ Y . Then

`!
(
α|Y ∧ ω|s−`Y

)
y

=

(∫
PTyY

ϕαηy

)
· (ω|sY )y,

for all real forms α ∈ A`,`(M,R) with ` < s, and for all y ∈ Y . In particular, we deduce
the global equality

`!

∫
Y
α ∧ ωs−` =

∫
PTY

ϕαη ∧ ωs.
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Proof. Fix y ∈ Y once and for all. We choose local coordinates z1, . . . , zm of M
around y such that the submanifold Y is locally given by zs+1 = · · · = zm = 0. In this
way z1, . . . , zs are local coordinates of Y . We may choose these coordinates in such a way
that ωs−`|Y can be written locally as in (2.6.3) over Y , that is,

ω|s−`Y = (s− `)!
(√
−1

2

)s−`∑
I

dzI ∧ dzI ,

where I = (i1, . . . , is−`) is a set of pairwise different indexes among 1, . . . , s. Using the local
writing for α|Y , analogous to (2.6.4) on Y , we deduce that

(2.6.7)

`! · α|Y ∧ ωs−`|Y = `!

(√
−1

2

)s
· (s− `)!

(∑
I

αII

)
dz1 ∧ dz1 ∧ · · · ∧ dzs ∧ dzs =

=
`!(s− `)!

s!

(∑
I

αII

)
ω|sY .

We compute now the integral over the fiber PTyY ∼= Ps−1. For every [v] ∈ PTyY ,
we write any representative as v =

∑s
i=1 vi(∂/∂zi)|p, with respect to the chosen local

coordinates of Y . Using the explicit formula of ϕα given by (2.6.5), we deduce that
(2.6.8)∫

PTyY
ϕαηy =

∫
Ps−1

(√
−1

2

)−`
αy

( ∧` v ∧
∧` v∑

L

∏
λ∈L |vλ|

2

)
ηy =

=
∑
I

αII(y)

∫
Ps−1

∏
i∈I |vi|

2∑
L

∏
λ∈L |vλ|

2 ηy +
∑

{I,J}, I 6=J

∫
Ps−1

2<
(
αIJ(y)

∏
i∈I vi

∏
j∈J vj∑

L

∏
λ∈L |vλ|

2

)
ηy,

where I, J, L are sets of ` pairwise indexes among 1, . . . , s.
The two involutions

(2.6.9)
ιi,j : (v1 : · · · : vi : · · · : vj : · · · : vs) 7−→ (v1 : · · · : vj : · · · : vi : · · · : vs),
ιi : (v1 : · · · : vi : · · · : vs) 7−→ (v1 : · · · : −vi : · · · : vs),

are isometries of Ps−1 with respect to the Fubini–Study metric induced on PTyY ∼= Ps−1

by the volume form ηy. For every integrand of one of the integrals appearing in the second
term of the right-hand side of (2.6.8), there exists an involution of Ps−1, of the form ιi,
which maps that integrand in its negative. Hence, the second term of the right-hand side
of (2.6.8) is zero, and we deduce that

(2.6.10)
∫
PTyY

ϕαηy =
∑
I

αII(y)

∫
Ps−1

∏
i∈I |vi|

2∑
L

∏
λ∈L |vλ|

2 ηy.

The integrands on the right-hand side of (2.6.10) are interchanged by the isometries
of the form ιi,j . Therefore, the associated integrals are equal. Since the sum of all such
integrands equals one, and since ηy is normalized to give volume one to Ps−1, the sum
of the integrals on the right-hand side of (2.6.10) is equal to one. Since the number of
integrals appearing there is

(
s
`

)
, we deduce that∫

PTyY
ϕαηy =

`!(s− `)!
s!

∑
I

αII(y).

The comparison of this with (2.6.7) concludes the proof of the local equality of the statement.
This, together with Fubini’s theorem, imply the global equality of the statement. �

We need a slight generalization of the previous result to certain subbundles of the
projective bundle PTY → Y , as stated in the following result.
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Corollary 2.6.7. With the same notation as Proposition 2.6.6, let N → Y be a projective
subbundle of PTY → Y of rank r. Choose η to be a 2r-form on N which restricts to the
normalized volume form ηy of Ny, with respect to the metric of Ny given by the restriction
of the Fubini–Study metric of PTyY , for every y ∈ Y . If the fibers Ny are isometric to a
subset of PTyY ∼= Ps−1 such that the isometries (2.6.9) restrict to isometries on Ny, then

`!

∫
Y
α ∧ ωs−` =

∫
N
ϕαη ∧ ωs.

Proof. One can check that the only place in the proof of Proposition 2.6.7 where we
used the geometry of the fibers PTyY is where we simplified (2.6.8) using the isometries ιi,j
and ιi. Whenever these maps are well-defined on the fibers Ny ⊆ PTyY , the whole proof of
Proposition 2.6.7 is valid even if we replace PTY with its subbundle N . �

2.6.4. The proof of Theorem 2.1.1. We finally illustrate the proof of the main result of
Section 2.6.

Proof of Theorem 2.1.1. Let X̃ = G(R)/K be the universal cover of X. By
Corollary 2.3.3, there exists a closed subgroup K ′ of K such that we may rewrite the
characteristic bundle of X̃ as S(X̃) = G(R)/K ′; see Section 2.3.2 for details. We will prove
that

(2.6.11)
1

Vol(Zj)

∫
Zj

α −→ r!

r′!
· 1

Vol(Z)

∫
Z
α ∧ ωr′−r, for every α ∈ Ar,rc (X,R),

where by Ar,rc (X,R) we mean the space of real (r, r)-forms of compact support on X. Since
the classical de Rham cohomology of X is equivalent to the cohomology of currents, the
convergence of (2.6.11) implies (2.1.1); see [GH78, Chapter 3, Section 1].

Let Z̃j be the Hermitian symmetric domain associated to Zj . By Lemma 2.2.6, there
exists a Q-subgroup H = SO(W, qW ) of G, for some rational quadratic subspace (W, qW )
of signature (r, 2) in (V, q), and gj ∈ G(R), such that

Z̃j = gjH(R)/KH and Zj = Γ\ΓgjH(R)K/K,

for every j. We denote by Fj a fundamental domain of Z̃j with respect to the action
of gjΓHg−1

j . We deduce that

1

Vol(Zj)

∫
Zj

α =
1

Vol(Zj)

∫
Fj
α,

where for simplicity we denote by α also its pull-back on Z̃j .
Recall that we denote by ω a G(R)-invariant Kähler form on X̃, as well as its induced

form on X. Since α|Fj is a top-degree form of type (r, r) on Fj ↪→ X̃, there exists a smooth
function ψα : Fj → R such that

α|Fj = ψα ·
ωr|Fj
r!

,

as we explained in (2.6.6). This implies that

(2.6.12)
1

Vol(Zj)

∫
Zj

α =
1

Vol(Zj)

∫
Fj
ψα ·

ωr|Fj
r!

=

∫
Zj

ψαdνZj ,

where the last equality follows directly from the construction of ν
Z̃j

and νZj illustrated in
Section 2.4.

Let PTFj = Fj × Pr−1 be the restriction of the projective tangent bundle PTZ̃j to Fj .
By Lemma 2.6.5, since α|Fj is a top-degree form, the real-valued function ϕα|PTFj coincides
with ψα|Fj along the fibers of the bundle PTFj . Let FS(Z̃j)

be a fundamental domain with
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respect to the action of gjΓg−1
j on the characteristic bundle S(Z̃j) = gjH(R)/K ′H . We

recall that S(Z̃j) ∼= Z̃j ×Rr, where Rr is the quadric in Pr−1 of equation z2
1 + · · ·+ z2

r = 0.
As explained in Section 2.4.3, we may suppose that FS(Z̃j)

= Fj ×FRr . By Lemma 2.4.3
and Fubini’s Theorem, we deduce that
(2.6.13)∫

S(Zj)
ϕαdνZj ,K′ =

∫
FS(Z̃j)

ϕα
d(ν

Z̃j
× νFS)

(ν
Z̃j
× νFS)(FS(Z̃j)

)
=

∫
Fj

∫
FRr

ϕα
dν
Z̃j

ν
Z̃j

(Fj)
dνFS

νFS(FRr)
=

=

∫
Fj
ψα dνZ̃j

∫
FRr

dνFS

νFS(FRr)︸ ︷︷ ︸
=1

=

∫
Zj

ψαdνZj .

Since νZj ,K′ has support S(Zj) in S(X), we deduce from (2.6.12) and (2.6.13) that

(2.6.14)
1

Vol(Zj)

∫
Zj

α =

∫
S(Zj)

ϕαdνZj ,K′ =

∫
S(X)

ϕαdνZj ,K′ .

Since the measures νZj ,K′ converge weakly to νZ,K′ when j →∞ by Proposition 2.5.1, we
deduce from (2.6.14) that

(2.6.15)
1

Vol(Zj)

∫
Zj

α −−−−→
j→∞

∫
S(X)

ϕαdνZ,K′ , for all α ∈ Ar,rc (X,R).

By Lemma 2.4.3 and Corollary 2.6.7, we may compute the right-hand side of (2.6.15) as∫
S(X)

ϕαdνZ,K′ =

∫
FS(Z̃)

ϕα dνZ̃
dνFS

VolFS(Rr′)
=

=

∫
F
Z̃
×FRr′

ϕα
ωr
′

Vol(Z) · r′!
∧ volFS

Vol(FRr′ )
=
r!

r′!
· 1

Vol(Z)

∫
Z
α ∧ ωr′−r,

where volFS is the volume form of Pr′−1 induced by the Fubini-Study metric. We applied
Corollary 2.6.7 with η = volFS /Vol(FRr′ ), which is a form that restricts to the volume
form on the fibers of the trivial bundle FS(Z̃)

= F
Z̃
×FRr′ over FZ̃ . We also remark that

the quadric Rr′ is a subset of Pr′−1 preserved by the involutions (2.6.9). �

2.6.5. A generalization of Theorem 2.1.1 to singular orthogonal Shimura vari-
eties. In this section, we explain how to extend Theorem 2.1.1 to the case of singular
orthogonal Shimura varieties. We first recall some well-known properties satisfied by the
cohomology groups of such varieties, then we illustrate the main result.

Let XΓ = Γ\G(R)/K an orthogonal Shimura variety associated to some arithmetic
lattice Γ of G(Q). If XΓ is smooth, then the singular cohomology group Hr(XΓ,C) is
isomorphic to the de Rham cohomology group Hr

dR(XΓ,C), for every r ≥ 0. If XΓ is
singular, it is possible to find a finite index subgroup Γ′ ≤ Γ small enough (e.g. a neat
subgroup), such that XΓ′ is smooth, and the projection map

πΓ′ : XΓ′ −→ XΓ

is a finite cover of XΓ. It is well known that the cohomology Hr(XΓ,C) is isomorphic to
the Γ′\Γ-invariant subspace Hr(XΓ′ ,C)Γ′\Γ of Hr(XΓ′ ,C), for every r ≥ 0.

Corollary 2.6.8. The statement of Theorem 2.1.1 is true also if XΓ is singular. Namely,
if XΓ is a singular orthogonal Shimura variety of dimension n ≥ 3, and if (Zj)j∈N is a
sequence of pairwise different orthogonal Shimura subvarieties in XΓ of dimension r ≥ 3,
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such that they equidistribute in an orthogonal Shimura subvariety Z of dimension r′ > r,
then

(2.6.16)
[Zj ]

Vol(Zj)
−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧ [Z]

Vol(Z)
in H2(n−r)(XΓ,Q) ∩Hn−r,n−r(XΓ).

Proof. We denote by Z ′j = π∗Γ′(Zj) (resp. Z ′ = π∗Γ′(Z)) the cycle obtained by pullback
of Zj (resp. of Z) with respect to πΓ′ . If Z = Γ\ΓH(R)K/K for some H = SO(V ′, q′)
associated to a rational quadratic subspace of signature (r′, 2) in (V, q), then the pullback Z ′
is the cycle given by

(2.6.17) Z ′ =
∑

irred. comp.
Z′

[γ]
of Z′

Z ′[γ], with support supp(Z ′) = Γ′\ΓH(R)K/K,

where Z ′[γ] = Γ′\Γ′γH(R)K/K. Note that none of the irreducible components Z ′[γ] appearing
as summands on the right-hand side of (2.6.17) may repeat, even in case of ramification
of the cover πΓ′ ; see [Bru02, Chapter 5]. We denote by n[γ](Z

′) the number of repetitions
of Z ′[γ] in the sum ∑

γ∈Γ′\Γ

Z ′[γ].

Note that

(2.6.18)
∑

irred. comp.
Z′

[γ]
of Z′

n[γ](Z
′) = [Γ : Γ′]

is the degree of the cover πΓ′ . Since Vol(Z ′[γ]) = n[γ](Z
′) ·Vol(Z), we may rewrite

(2.6.19)
∑

[γ]∈Γ′\Γ

[
Z ′[γ]

]
Vol(Z ′[γ])

=
1

Vol(Z)

∑
[γ]∈Γ′\Γ

[
Z ′[γ]

]
n[γ](Z ′)

=
1

Vol(Z)

∑
irred. comp.
Z′

[γ]
of Z′

[
Z ′[γ]

]
,

in H2(n−r′)(XΓ,Q).
Analogous remarks work with the pullback Z ′j of Zj in place of Z ′. We will denote

by Z ′j,[γ] the irreducible component Γ′\Γ′γHj(R)K/K of Z ′j , where Hj = SO(Vj , qj) is the
group of isometries giving rise to the Hermitian symmetric domain of dimension r associated
to Zj . The index of ramification of Z ′j,[γ] is denoted by nj,[γ](Z

′
j).

Since the pairwise different orthogonal Shimura subvarieties (Zj)j∈N equidistribute in Z,
then Z is the minimal subvariety of XΓ containing all Zj . For fixed [γ] ∈ Γ′\Γ, we consider
the sequence of orthogonal Shimura subvarieties (Z ′j,[γ])j∈N. Since the Zj = πΓ′(Z

′
j,[γ]) are

pairwise-different, so are Z ′j,[γ]. By Proposition 2.5.1, there exists a subsequence (Z ′s,[γ])s and
an orthogonal Shimura subvariety Y ′ of XΓ′ such that the Z ′s,[γ] equidistribute in Y ′. Since
also the subsequence (Zs)s equidistribute in Z, we deduce that πΓ′(Y

′) = Z, therefore Y ′
is one of the irreducible components of Z ′. Summarizing, it is possible to split the
sequence (Z ′j,[γ])j∈N in a finite number of subsequences, each of them equidistributing in
some irreducible component of Z ′. Since for large j we may assume that Hj is a Q-subgroup
of H, we deduce that

Z ′j,[γ] = Γ′\Γ′γHj(R)K/K ↪→ Γ′\Γ′γH(R)K/K = Z ′[γ],

therefore the whole sequence of subvarieties (Z ′j,[γ])j∈N equidistribute in Z ′[γ].
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We may apply Theorem 2.1.1 to deduce that
(2.6.20)[

Z ′j,[γ]

]
Vol

(
Z ′j,[γ]

) −−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧

[
Z ′[γ]

]
Vol

(
Z ′[γ]

) in H2(n−r)(XΓ′ ,Q) ∩Hn−r,n−r(XΓ′).

Since we may identify the cohomology class [Zj ] ∈ H2(n−r)(XΓ,Q) with its pull-
back [π∗Γ′(Zj)] ∈ H2(n−r)(XΓ′ ,Q)Γ′\Γ defined above, then we may also identify

[Zj ]

Vol(Zj)
with

[π∗Γ′(Zj)]

Vol(Zj)
=

1

Vol(Zj)

∑
irred. comp.
Z′
j,[γ]

of Z′j

[
Z ′j,[γ]

]
.

We may rewrite the right-hand side above as
(2.6.21)

[π∗(Zj)]

Vol(Zj)
=

1

Vol(Zj)

∑
irred. comp.
Z′
j,[γ]

of Z′j

[
Z ′j,[γ]

]
=

1

Vol(Zj)

∑
irred. comp.
Z′
j,[γ]

of Z′j

Vol(Z ′j,[γ])

[
Z ′j,[γ]

]
Vol(Z ′j,[γ])

=

=
∑

irred. comp.
Z′
j,[γ]

of Z′j

n[γ](Z
′
j)

[
Z ′j,[γ]

]
Vol(Z ′j,[γ])

=
∑

[γ]∈Γ′\Γ

[
Z ′j,[γ]

]
Vol(Z ′j,[γ])

,

where we used Vol(Z ′j,[γ]) = nj,[γ](Z
′
j) ·Vol(Zj). We now apply (2.6.20) to the right-hand

side of (2.6.21) and deduce that
(2.6.22)[

π∗Γ′(Zj)
]

Vol(Zj)
=

1

Vol(Zj)

∑
irred. comp.
Z′
j,[γ]

of Z′j

[
Z ′j,[γ]

]
−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧
∑

[γ]∈Γ′\Γ

[
Z ′[γ]

]
Vol

(
Z ′[γ]

) =

=
r!

r′!
· [ω]r

′−r ∧
∑

[γ]∈Γ′\Γ

[
Z ′[γ]

]
n[γ](Z ′) ·Vol(Z)

=
1

Vol(Z)

r!

r′!
· [ω]r

′−r ∧
∑

irred. comp.
Z′

[γ]
of Z′

[Z ′[γ]] =

=
r!

r′!
· [ω]r

′−r ∧
[
π∗Γ′(Z)

]
Vol(Z)

.

Summarizing, we deduced that

(2.6.23)
[
π∗Γ′(Zj)

]
Vol(Zj)

−−−−→
j→∞

r!

r′!
· [ω]r

′−r ∧
[
π∗Γ′(Z)

]
Vol(Z)

.

The Kähler class ω of G(R)/K is G(R)-invariant, hence it descends to a cohomology class
in H1,1(XΓ′ ,Q) which is Γ′\Γ-invariant. Since the wedge product of Γ′\Γ-invariant forms
on XΓ′ is Γ′\Γ-invariant as well, we deduce that all cohomology classes appearing in (2.6.23)
are in fact Γ′\Γ-invariant. Hence, the sequence (2.6.23) is actually in H2r(XΓ′ ,Q)Γ′\Γ. �

2.7. Cones generated by special cycles

In this section we illustrate a strategy to use Theorem 2.1.1 and Corollary 2.6.8 to study
the limits of sequences of rays in the cones generated by special cycles of codimension two
on orthogonal Shimura varieties, in the same spirit of Chapter 1 but via equidistribution,
as well as some generalization for special cycles in higher codimension. In this sense, this
section could be regarded as a way to double check Chapter 1 in cohomology from a different
point of view.
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Let X be a normal irreducible complex space of dimension n. A cycle Z of codimension r
in X is a locally finite formal linear combination

Z =
∑

nY Y, nY ∈ Z,

of distinct closed irreducible analytic subsets Y of codimension r in X. The support of
the cycle Z is the closed analytic subset supp(Z) =

⋃
nY 6=0 Y of pure codimension r. The

integer nY is the multiplicity of the irreducible component Y of supp(Z) in the cycle Z.
If X is a manifold, and Γ is a group of biholomorphic transformations of X acting

properly discontinuously, we may consider the preimage π∗(Z) of a cycle Z of codimension r
on X/Γ under the canonical projection π : X → X/Γ. For any irreducible component Y
of π−1

(
supp(Z)

)
, the multiplicity nY of Y with respect to π∗(Z) equals the multiplicity

of π(Y ) with respect to Z. This implies that π∗(Z) is a Γ-invariant cycle, meaning that
if π∗(Z) =

∑
nY Y , then

γ
(
π∗(Z)

)
:=
∑

nY γ(Y ) equals π∗(Z), for every γ ∈ Γ.

Note that we do not take account of possible ramifications of the cover π.
We now focus on orthogonal Shimura varieties associated to unimodular lattices. Let L

be an even unimodular lattice of signature (n, 2). We denote by (·,·) the bilinear form of L,
and by q the quadratic form defined as q(·) = (·,·)/2. The n-dimensional complex manifold

Dn = {z ∈ L⊗ C \ {0} : (z, z) = 0 and (z, z̄) < 0}/C∗ ⊂ P(L⊗ C)

has two connected components. The action of the group of the isometries of L, denoted
by O(L), extends to an action on Dn. We choose a connected component of Dn and denote
it by D+

n . The manifold D+
n is a model of G(R)/K, where G = SO(L ⊗ Q) and K is

a compact maximal subgroup of G(R). We define O+(L) as the subgroup of O(L) that
contains all isometries which preserve D+

n .
From now on, we choose Γ to be the orthogonal group O+(L) or a subgroup of finite

index. We denote by XΓ the orthogonal Shimura variety Γ\D+
n , and by π : D+

n → XΓ the
canonical projection. An attractive feature of these kind of varieties is that they have
many algebraic cycles. We recall here the construction of the so-called special cycles;
see [Kud97]. They are a generalization of the Heegner divisors in higher codimension;
see [Bru02, Section 5] for a description of such divisors in a setting analogous to this thesis.

We denote by Λd (resp. Λ+
d ) the set of symmetric half-integral positive semi-definite

(resp. positive definite) d × d-matrices. If λ = (λ1, . . . , λd) ∈ Ld, for some d < n, the
moment matrix of λ is defined as q(λ) := 1

2

(
(λi, λj)

)
i,j
, while its orthogonal complement

in D+
n is

λ⊥ =
d⋂
j=1

λ⊥j .

If T ∈ Λ+
d , then

(2.7.1)

∑
λ∈Ld
q(λ)=T

λ⊥

is a Γ-invariant cycle of codimension d in D+
n . Since the componentwise action of Γ on the

vectors λ ∈ Ld of fixed moment matrix T ∈ Λ+
d has finitely many orbits, the cycle (2.7.1)

descends to a cycle of codimension d on XΓ, which we denote by Z(T ) and call the special
cycle associated to T . The special cycles of codimension one are usually called Heegner
divisors.
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Remark 2.7.1. The group GLd(Z) acts on Λd via the action T 7→ ut·T ·u, where u ∈ GLd(Z)
and T ∈ Λd, preserving Λ+

d . Since q(u ·λ
t) = u · q(λ) · ut for every u ∈ GLd(Z) and λ ∈ Ld

with q(λ) ∈ Λ+
d , it is easy to see that Z(T ) = Z(ut · T · u).

In Chapter 1, we were interested in the cone generated by the (rational classes of)
codimension 2 special cycles in CH2(XΓ)⊗ R, namely

CXΓ
= 〈{Z(T )} : T ∈ Λ+

2 〉R≥0
,

where we denote by {Z(T )} the rational class of Z(T ) in the Chow group CH2(XΓ) of
codimension 2 cycles onXΓ. Note that here we consider the cone of cycles as generated over R
instead of Q for simplicity, since its rationality has already been proven in Theorem 1.1.2.
The purpose of Chapter 1 was to illustrate some geometric properties of CXΓ

using the ones
of the so called modular cone, that is, the cone generated by certain coefficient extraction
functionals of Siegel modular forms of genus 2 and weight 1+n/2. This was a generalization
of the results on cones of Heegner divisors appearing in [BM19], deduced with Siegel modular
forms of genus 2 instead of elliptic modular forms.

In Section 1.8, we computed the limits of sequences of rays (R≥0 · {Z(Tj)})j∈N gen-
erated by the special cycles associated to matrices Tj ∈ Λ+

2 of increasing determinant.
Let c2 : CH2(XΓ)⊗ R→ H4(XΓ,R) be the cycle map. In what follows we illustrate a
strategy to double-check the results of Section 1.8 in cohomology with a completely differ-
ent method, namely instead of sequences (R≥0 · {Z(Tj)})j∈N we deal with the associated
sequences (R≥0 · [Z(Tj)])j∈N in cohomology, obtained applying the cycle map c2, in terms
of equidistribution of the irreducible components of Z(Tj). We will restrict to the case
of Γ = O+(L), so that we may study the irreducible components of Heegner divisors rather
explicitly, as illustrated in [BM19, Section 4].

From now on Γ = O+(L). If m is a positive integer, we denote by Hprim
m the m-th

primitive Heegner divisor, that is, the divisor of XΓ descending from the Γ-invariant divisor
of D+ defined as

(2.7.2)
∑

λ∈L primitive
q(λ)=m

λ⊥.

Remark 2.7.2 (See [BM19, (17)]). If m is squarefree, then the Heegner divisor Hm is
the same as the primitive Heegner divisor Hprim

m . If m is non-squarefree, then Hm may be
written as

Hm =
∑
t∈Z>0

t2|m

Hprim
m/t2

.

We gather in the following result some basic properties of the irreducible components
of Heegner divisors and codimension 2 special cycles.

Lemma 2.7.3. Let Γ = O+(L), for some even unimodular lattice L of signature (n, 2)
such that n > 2.

(i) All irreducible components of Z(T ), where T ∈ Λ+
d , are orthogonal Shimura

subvarieties of codimension d in XΓ, and all orthogonal Shimura subvarieties of
codimension d in XΓ arise in this way,

(ii) For every positive integer m, we have Hprim
m = 2 · Γ\Γλ⊥, where λ ∈ L is any

primitive lattice vector such that q(λ) = m. Equivalently, Hprim
m is the orthogonal

Shimura subvariety Γ\Γλ⊥ of XΓ counted twice.
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(iii) Let T = (mi,j)i,j ∈ Λ+
d be such that mj,j is squarefree, for some j = 1, . . . , d.

All irreducible components of Z(T ) are subvarieties of the irreducible component
of Hmj,j .

Proof. We begin with (i). It is easy to see that every irreducible component of Z(T )
is by definition the immersion in XΓ of the orthogonal Shimura variety associated to the Q-
subgroup H = SO(〈λ1, . . . , λd〉⊥Q) of G = SO(L⊗Q), and to the arithmetic group Γ ∩H(Q).
In fact, the quadratic subspace 〈λ1, . . . , λd〉⊥Q of L⊗Q is of signature (n− d, 2), since T is
non-singular. Conversely, if Z is an orthogonal Shimura subvariety of codimension d in XΓ,
then it arises from a rational quadratic subspace (V ′, q′) of signature (n− d, 2) in (V, q),
where V = L⊗Q. Let S be the orthogonal complement of (V ′, q′) in (V, q). It is a rational
quadratic space of signature (d, 0). Let v1, . . . , vd be a basis of S. Up to multiplying by
suitable integers, we may suppose that such basis is made by lattice vectors of L. This
implies that Z is an irreducible component of the special cycles Z(q(v1, . . . , vd)).

Point (ii) is [BM19, Lemma 4.3], we briefly recall the proof. Since q(λ) = q(−λ)
and λ⊥ = (−λ)⊥, we see that in (2.7.2) every subvariety λ⊥, such that λ is primitive with
norm q(λ) = m, is counted twice. In fact, the only primitive lattice vectors of norm m
generating the line R · λ ⊂ L ⊗ R are λ and −λ. By [FH00, Lemma 4.4], any two
primitive lattice vectors in L with the same norm lie in the same O+(L)-orbit. This implies
that Γλ⊥ = Γλ′⊥, for every primitive λ, λ′ ∈ L of norm m.

We conclude the proof showing (iii). Let λ = (λ1, . . . , λd) ∈ Ld be such that q(λ) = T .
If mj,j is squarefree, then the entry λj is a primitive lattice vector of L. By (ii), we deduce
that Γ\Γλ⊥j is the irreducible component of the Heegner divisor Hprim

mj,j on XΓ. Since λ⊥ is
a subvariety of λ⊥j , also Γ\Γλ⊥ is a subvariety of Γ\Γλ⊥j . �

We now focus on the cone c2

(
CXΓ

)
, that is, the cone in H4(XΓ,R) generated by the

cohomology classes of codimension 2 special cycles. We are under the usual condition
that Γ = O+(L), so that we may decompose every Heegner divisor in irreducible components
as in Remark 2.7.2 and Lemma 2.7.3 (ii).

The following results, which illustrates the behavior of sequences of rays generated by
irreducible components of special cycles, are proven via the results provided in Section 2.6.
The idea is to use the generalization of Theorem 2.1.1 to non-singular orthogonal Shimura
varieties, that is, Corollary 2.6.8. In fact, the orthogonal group Γ = O+(L) has torsion in
general, hence XΓ may be singular.

The next proposition is [BM19, Proposition 4.5], therein proved in terms of modular
forms, using the modularity of Kudla’s generating series of Heegner divisors. We provide
here a different proof in terms of equidistribution.

Proposition 2.7.4 (Bruinier–Möller). Let XΓ be the orthogonal Shimura variety associated
to Γ = O+(L), for some even unimodular lattice L of signature (n, 2), where n ≥ 3. Then

(2.7.3) R≥0 · [Hprim
m ] −−−−→

m→∞
R≥0 · [ω] in H2(XΓ,R).

Proof. As illustrated in Lemma 2.7.3 (ii), the primitive Heegner divisor Hprim
m is twice

an orthogonal Shimura variety of the form Γ\Γλ⊥, for some primitive lattice vector λ ∈ L
such that q(λ) = m. Since any lattice vector can be written uniquely as a positive multiple
of a primitive lattice vector, so that the only primitive lattice vectors in L generating
the line R · λ ⊂ L⊗ R are λ and −λ, we deduce that the irreducible components of the
divisors in the sequence (Hprim

m )m∈N are pairwise different. By Proposition 2.5.1, there
is no subsequence of (Hprim

m )m∈N without convergent subsequences. Since the Hprim
m are

pairwise different of codimension 1 in XΓ, we deduce that the only subvariety of XΓ in which
the Hprim

m can equidistribute is XΓ itself. We then deduce (2.7.3) from Corollary 2.6.8. �
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From now on, we focus on the irreducible components of special cycles of codimension
greater than 1.

Proposition 2.7.5. Let XΓ be the orthogonal Shimura variety associated to Γ = O+(L),
for some even unimodular lattice L of signature (n, 2), where n > 2. Let (Tj)j∈N be a
sequence of matrices Tj =

( nj rj/2
rj/2 m

)
in Λ+

2 of increasing determinant. Let (Zj)j∈N be
a sequence of pairwise different subvarieties of XΓ, chosen such that Zj is one of the
irreducible components of the special cycle Z(Tj), for every j.

(i) If m is squarefree, then

R≥0 · [Zj ] −−−→
j→∞

R≥0 · [Hm] ∧ [ω] in H4(XΓ,R).

(ii) If m is non-squarefree, then there exists a square divisor t of m, and a subse-
quence (Zs)s, such that

R≥0 · [Zs] −−−→
s→∞

R≥0 · [Hprim
m/t2

] ∧ [ω] in H4(XΓ,R).

Proof. We begin with (i). By Proposition 2.5.1, there exists a subsequence (Zs)s
of (Zj)j∈N, and an orthogonal Shimura subvariety Z of dimension r′ > n− 2 in XΓ, such
that the Zs equidistribute in Z, in particular Zs ⊆ Z for every s large enough. By
Lemma 2.7.3 (iii), all Zs are subvarieties (of codimension 1) of the irreducible component of
the Heegner divisor Hm. This implies that Z is such irreducible component, and r′ = n− 1.
By Corollary 2.6.8, we deduce that

(2.7.4)
[Zs]

Vol(Zs)
−−−→
s→∞

(n− 2)!

r!
[ω]r

′−(n−2) ∧ [Z]

Vol(Z)
in H4(XΓ,R).

We know from Lemma 2.7.3 (ii) that Hm = 2Z. Since the volume of a subvariety is
non-negative, we deduce that the sequence of rays in c2

(
CXΓ

)
generated by the cohomology

classes appearing in (2.7.4) is such that

(2.7.5) R≥0 · [Zs] −−−→
s→∞

R≥0 · [Hm] ∧ [ω] in H4(XΓ,R).

Note that [Hm]∧ [ω] = [ω]∧ [Hm], since ω is a (1, 1)-form. By Proposition 2.5.1 there is no
subsequence of (Zj)j∈N without equidistributing subsequences. Since the Zj are pairwise
different, and since Z is the only subvariety of XΓ in which any subsequence of (Zj)j∈N
can equidistribute, we deduce that (2.7.5) is satisfied by the whole (Zj)j∈N.

We now prove (ii). By Proposition 2.5.1, there exists a subsequence (Zs)s as above, and
an orthogonal Shimura subvariety Z in which the Zs equidistribute. By construction, all
irreducible components of the special cycles Z(Tj) are contained in Γ\Γλ⊥j , for some λj ∈ L
such that q(λj) = m. Let t′j ∈ Z>0 be such that λ′j := λj/t

′
j is a primitive lattice vector

in L, so that t′j
2 divides m. By Lemma 2.7.3 (ii), we deduce that Γ\Γλ⊥j = Γ\Γλ′⊥j is the

irreducible component of Hprim

m/t′j
2 . Since the number of such primitive Heegner divisors

is finite, there exists a square divisor t of m such that, up to extracting a subsequence,
all Zs are subvarieties of Hprim

m/t2
. Since the Zs have codimension 1 in Hprim

m/t2
, then the latter

is the only subvariety in which the Zs can equidistribute. This means that Z = Hprim
m/t2

.
Corollary 2.6.8 concludes the proof. �

Remark 2.7.6. In Proposition 2.7.5, the hypothesis that the subvarieties Zj are pairwise
different can not be dropped. In fact, as illustrated in Example 2.7.7, it is possible to
construct a sequence of matrices Tj =

( nj rj/2
rj/2 m

)
such that all special cycles Z(Tj) have a

common irreducible component, for every positive m.
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Example 2.7.7. Let m be a positive integer, and let L be a unimodular lattice of signa-
ture (n, 2) such that n ≥ 3, as usual. Choose λ1, λ2 ∈ L to be orthogonal lattice vectors
such that q(λ1) > 0 and q(λ2) = m, and consider the matrices Tj =

(
j2·q(λ1) 0

0 m

)
∈ Λ+

2 , for
every j ∈ N. Up to taking off the very first matrices of the sequence (Tj)j∈N, we may
suppose that Tj are all reduced.

All special cycles Z(Tj) have the subvariety Y := Γ\Γλ⊥ as common irreducible
component, where λ := (λ1, λ2). In fact, if we choose λj := (jλ1, λ2) ∈ L2 for every j,
then q(λj) = Tj , and since λ⊥ = λ⊥j as subspaces in L⊗ C, we deduce that Y is common
to every Z(Tj).

In [BM19], the convergence of (2.7.3) in Proposition 2.7.4 is proven to be true also if the
primitive Heegner divisors Hprim

m are replaced by the Heegner divisors Hm. Proposition 2.5.1
and Corollary 2.6.8 do not immediately imply such result. In fact, since Hm has, for non-
squarefree m, many different irreducible components which are primitive Heegner divisors
associated to smaller indexes, in the sequence (Hm)m∈N the divisors have many irreducible
components which repeatedly appear. To deduce the generalization of [BM19] explained
above, one should prove that such repeated components does not play any role in the
convergence of the sequence (R>0 · [Hm])m∈N, more precisely that

(2.7.6)
∑
t2|m
t>1

[Hprim
m/t2

]

Vol(Hprim
m )

−−−−→
m→∞

0 in H2(XΓ,R).

In Section 1.8 , we explained that sequences of rays generated by special cycles of
codimension 2 associated to reduced matrices of increasing determinant may have many
different accumulation rays, and we computed all of them. For instance, if we choose Tj
as in Proposition 2.7.5 (i), i.e. Tj =

( nj rj/2
rj/2 m

)
∈ Λ+

2 is reduced with m squarefree, then
Corollary 1.8.3 implies that

(2.7.7) R≥0 · [Z(Tj)] −−−→
j→∞

R≥0 · [Hm] ∧ [ω].

This was proved in Chapter 1 using coefficients of Siegel modular forms. As for the case of
Heegner divisors, Proposition 2.5.1 and Corollary 2.6.8 do not immediately imply (2.7.7),
since in the sequence of cycles (Z(Tj))j∈N there are in general many irreducible components
which repeatedly appear; see Remark 2.7.6. As above, to deduce (2.7.7) one should
prove that such repeated components does not play any role in the convergence of the
sequence (R>0 · [Z(Tj)])j∈N.
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CHAPTER 3

Unfolding and injectivity of the Kudla–Millson lift
of genus 1

Abstract

We unfold the defining integrals of the Kudla–Millson lift of genus 1, associated to even
lattices of signature (b, 2), where b > 2. This enables us to compute the Fourier expansion of
such defining integrals. As application, we prove the injectivity of the Kudla–Millson lift.
Although this was already proved in [BF10], our procedure has the advantage of paving the
ground for a strategy that could work for the case of genus greater than 1.

3.1. Introduction

We consider the Kudla–Millson lift as a linear map from a space of elliptic cusp forms
to the space of closed 2-forms on some orthogonal Shimura varieties. Starting from the
foundational work of Kudla an Millson [KM86] [KM87] [KM90], such lift has attracted much
interest. In fact, it provides a way to study the geometry of orthogonal Shimura varieties
by means of modular forms; see for instance [Bru02] [BM19] and Chapter 1. Moreover,
it is dual to Borcherds’ singular theta lift, as proved in [BF04]. Also the problem of its
injectivity is of interest, as remarked in [BF10].

In this chapter, we apply Borcherds’ formalism [Bor98] to unfold the defining integrals of
the Kudla–Millson lift. As application, we compute the Fourier expansion of such integrals,
and prove that the Kudla–Millson lift is injective in the case of orthogonal Shimura varieties
arising from lattices that split off two hyperbolic planes. These are analogous to [Bru02,
Theorem 0.7] and [BF10, Corollary 1.2], but proved in a different way. The procedure
illustrated in this chapter has the advantage of paving the ground for a strategy that could
work for the case of genus higher than 1. It is the purpose of Chapter 4 to unfold the
Kudla–Millson lift of genus 2.

We now explain the results of this chapter in more details. Let L be a non-degenerate
even lattice of signature (b, 2), where b > 2. To simplify the exposition, we assume L to be
unimodular, an return to the general case in Section 3.7. We define k = 1 + b/2, which is
an even integer, as one can easily deduce from the well-known classification of unimodular
lattices.

Let V = L ⊗ R. The Hermitian symmetric domain D associated to the linear alge-
braic group G = SO(V ) may be realized as the Grassmannian Gr(L) of negative definite
planes in V . We denote by O+(V ) the connected component of the identity of O(V ).
Let XΓ = Γ\D be the orthogonal Shimura variety arising from a subgroup Γ of finite index
in O+(L) := O+(V ) ∩O(L).

Kudla and Millson constructed a G-invariant Schwartz function ϕKM on V with values
in the space Z2(D) of closed differential 2-forms on D. We provide an explicit formula for
such a Schwartz function in Section 3.2. Let ω∞ be the Schrödinger model of the Weil
representation of SL2(R), acting on the space S(V ) of Schwartz functions on V , associated
to the standard additive character; see Definition 3.2.1 for details.
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Definition 3.1.1. The Kudla–Millson theta form is defined as

Θ(τ, z, ϕKM) = y−k/2
∑
λ∈L

(
ω∞(gτ )ϕKM

)
(λ, z),

for every τ = x + iy ∈ H and z ∈ Gr(L), where gτ = ( 1 x
0 1 )

(√
y 0

0
√
y−1

)
is the standard

element of SL2(R) mapping i ∈ H to τ .

In the variable τ , this function transforms like a (non-holomorphic) modular form of
weight k = 1 + b/2 with respect to SL2(Z). In the variable z, it defines a closed 2-form
on XΓ. Let Sk1 be the space of weight k elliptic cusp forms with respect to the full modular
group SL2(Z).

Definition 3.1.2. The Kudla–Millson lift of genus 1 is the map

(3.1.1) ΛKM
1 : Sk1 −→ Z2(XΓ), f 7−→ ΛKM

1 (f) =

∫
SL2(Z)\H

ykf(τ)Θ(τ, z, ϕKM)
dx dy

y2
,

where dx dy
y2 is the standard SL2(Z)-invariant volume element of H.

In Section 3.3 we compute explicitly Θ(τ, z, ϕKM), and rewrite it in terms of Siegel theta
functions ΘL attached to certain homogeneous polynomials P(α,β) of degree (2, 0) defined
on the standard quadratic space Rb,2; see (3.2.11) for the definition of such polynomials.
The Siegel theta functions ΘL were introduced by Borcherds in [Bor98].

As explained in Section 3.5, is it possible to rewrite the lift ΛKM
1 (f) as

(3.1.2) ΛKM
1 (f) =

b∑
α,β=1

(∫
SL2(Z)\H

yk+1f(τ)ΘL(τ, g,P(α,β))
dx dy

y2︸ ︷︷ ︸
=:Iα,β(g)

)
⊗g∗

(
ωα,b+1∧ωβ,b+2

)
,

where g ∈ G is any isometry mapping z to a fixed base point z0 of D, and g∗
(
ωα,b+1 ∧ ωβ,b+2

)
is a vector of

∧2 T ∗zD. Remark 3.2.6 contains details on its construction.
We refer to the integral functions Iα,β : G → C appearing in (3.1.2) as the defining

integrals of the Kudla–Millson lift. The idea of this chapter is to apply Borcherds’ formal-
ism [Bor98] to unfold the defining integrals of ΛKM

1 (f), rewriting them over the simpler
unfolded domain Γ∞\H, where Γ∞ is the subgroup of translations in SL2(Z). More pre-
cisely, we will choose a splitting L = LLor ⊕ U , for some Lorentzian sublattice LLor and
hyperbolic plane U , and unfold Iα,β as follows. We do not recall here the definitions of g#

and P(α,β),g#,h+,0, which come from [Bor98], and instead refer to Section 3.3.2.

Theorem 3.1.3. Let u, u′ be the standard generators of the hyperbolic plane U . For
every g ∈ G, we denote by z ∈ Gr(L) the plane mapping to the base point z0 via g. The
defining integrals Iα,β of the Kudla–Millson lift ΛKM

1 (f) may be unfolded as

Iα,β(g) =

∫
SL2(Z)\H

yk+1/2f(τ)√
2u2

z⊥

·ΘLLor
(τ, g#,P(α,β),g#,0,0)

dx dy

y2
+(3.1.3)

+
2√

2u2
z⊥

∫
Γ∞\H

yk+1/2f(τ)
∑
r≥1

2∑
h+=0

(2iy)−h
+
rh

+
exp

(
− πr2

2yu2
z⊥

)
×

×ΘLLor

(
τ, rµ, 0, g#,P(α,β),g#,h+,0

) dx dy
y2

,

where µ = −u′ + uz⊥/2u
2
z⊥

+ uz/2u
2
z.
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If a complex valued function defined over G is invariant with respect to some Lorentzian
sublattice of L, then it admits a Fourier expansion. Although this general principle is
classical in the literature, for the sake of completeness we provide an overview of it in
Section 3.4. This is based on an explicit Iwasawa decomposition of G.

In Section 3.5 we use the unfolding (3.1.3) to compute the Fourier expansion of the
defining integrals of ΛKM

1 (f), as illustrated in Theorem 3.5.4. In particular, we will show
that the first summand of the right-hand side of (3.1.3) is actually the constant term of the
Fourier expansion of Iα,β. As application of such expansions, in Section 3.6 we illustrate
how to deduce the injectivity of ΛKM

1 from them. The idea is as follows. The lift ΛKM
1 (f)

of a cusp form f equals zero if and only if all defining integrals Iα,β are zero, which implies
that all Fourier coefficients of Iα,β are trivial. From the explicit formulas of such coefficients
provided by Theorem 3.5.4, we then deduce that if Iα,β = 0, then all Fourier coefficients
of f equal zero, therefore f is trivial.

The previous results are illustrated in the case of even unimodular lattices L of signa-
ture (b, 2), where b > 2. In Section 3.7 we quickly explain what needs to be changed to
deal with non-unimodular lattices, generalizing Theorem 3.1.3. We provide also a proof of
the injectivity of ΛKM

1 in this setting.
Theorem 3.1.4. Let L be an even lattice of signature (b, 2), with b > 2, that splits off two
orthogonal hyperbolic planes. The Kudla–Millson theta lift ΛKM

1 associated to L is injective.

3.2. The Kudla–Millson Schwartz function.

Let V be a real vector space endowed with a symmetric bilinear form (·,·) of signa-
ture (b, 2), where b > 2. Its associated quadratic form is defined as q(·) = (·,·)/2. In
this section, we provide an explicit formula of the Kudla–Millson Schwartz function ϕKM
attached to V , following the exposition of [BF04, Section 2 and Section 4] and [Kud97,
Section 7].

Let (ej)j be an orthogonal basis of V such that (eα, eα) = 1 for every α = 1, . . . , b,
and (eµ, eµ) = −1 for µ = b+ 1, b+ 2. We denote the corresponding coordinate functions
by xα and xµ. The choice of the basis (ej)j is equivalent to the choice of an isome-
try g0 : V → Rb,2, where Rb,2 is the real space Rb+2 endowed with the standard quadratic
form of signature (b, 2) defined as

q0

(
(x1, . . . , xb+2)t

)
=

b∑
j=1

x2
j − x2

b+1 − x2
b+2, for every (x1, . . . , xb+2)t ∈ Rb+2.

The Grassmannian associated to V is the set of negative definite planes in V , namely

Gr(V ) = {z ⊂ V : dim z = 2 and (·,·)|z < 0}.
The plane z0 spanned by eb+1 and eb+2 is the base point of Gr(V ). The Hermitian symmetric
space arising as the quotient D = G/K, where G = SO(V ) ∼= SO(b, 2) and K is the maximal
compact subgroup of G stabilizing z0, may be identified with Gr(V ); see [Bru+08, Part 2,
Section 2.4]. From now on, we write D and Gr(V ) interchangeably.

For every z ∈ D, we define the standard majorant (·,·)z as

(3.2.1) (v, v)z = (vz⊥ , vz⊥)− (vz, vz),

where v = vz+vz⊥ ∈ V is rewritten with respect to the orthogonal decomposition V = z⊕z⊥.
Let g be the Lie algebra of G, and let g = p + k be its Cartan decomposition. It is

well-known that p ∼= g/k is isomorphic to the tangent space of D at the base point z0. With
respect to the basis of V chosen above, we have

(3.2.2) p ∼=
{(

0 X
Xt 0

)
|X ∈ Matb,2(R)

} ∼= Matb,2(R).
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We may assume that the chosen isomorphism is such that the complex structure on p is
given as the right-multiplication by J =

(
0 1
−1 0

)
∈ GL2(R) on Matb,2(R).

To simplify the notation, we put e(t) = exp(2πit), for every t ∈ C, and denote
by
√
t = t1/2 the principal branch of the square root, so that arg(

√
t) ∈ (−π/2, π/2].

If s ∈ C, we define ts = esLog(t), where Log(t) is the principal branch of the logarithm.

Definition 3.2.1. We denote by ω∞ the Schrödinger model of (the restriction of) the Weil
representation of Mp2(R) × O(V ) acting on the space S(V ) of Schwartz functions on V .
The action of O(V ) is defined as

ω∞(g)ϕ(v) = ϕ
(
g−1(v)

)
,

for every ϕ ∈ S(V ) and g ∈ O(V ). The action of Mp2(R) is given by

(3.2.3)

ω∞ ( 1 x
0 1 )ϕ(v) = e(xq(v))ϕ(v), for every x ∈ R,

ω∞
(
a 0
0 a−1

)
ϕ(v) = a(b+2)/2ϕ(av), for every a > 0,

ω∞(S)ϕ(v) =
√
i
2−b

ϕ̂(−v),

where S =
((

0 −1
1 0

)
,
√
τ
)
, and ϕ̂(ξ) =

∫
V ϕ(v)e2πi(v,ξ)dv is the Fourier transform of ϕ.

The standard Gaussian of Rb,2 is defined as

ϕ0(x1, . . . , xb+2) = e−π
∑b+2
j=1 x

2
j , for every (x1, . . . , xb+2)t ∈ Rb+2.

The standard Gaussian of V is the Schwartz function ϕ0 ◦ g0, where g0 is the isometry
arising from the choice of the basis (ej)j of V . It is K-invariant with respect to the action
given by the Schrödinger model, namely
(3.2.4)

ω∞(κ)ϕ0

(
g0(v)

)
= ϕ0

(
g0

(
κ−1(v)

))
= ϕ0

(
g0(v)

)
, for every κ ∈ K and v ∈ V .

We denote by S(V )K the space of K-invariant Schwartz functions on V , and remark
that

(3.2.5) S(V )K ∼=
[
S(V )⊗ C∞(D)

]G
,

where the isomorphism is given by evaluation at the base point z0 ∈ D = Gr(V ).

Remark 3.2.2 (See e.g. [Kud04, (3.3)], [Liv, p. 23]). We denote the action of G on V given
by evaluation of the isometries in G on V by g : v 7→ g(v). There is also a natural action
of G on D, given by left translations by elements of G, i.e. g : z 7→ g · z, for every g ∈ G
and z ∈ D. These actions induce by pullback an action on S(V ) and on C∞(D), respectively.
Let ϕ ∈ S(V )⊗ C∞(D) be G-invariant, that is

(3.2.6) g∗ϕ
(
g(v)

)
= ϕ(v), for every v ∈ V ,

where g∗ϕ(v) is the pullback of ϕ(v) ∈ C∞(D) induced by the action of g on D. Since K is
the stabilizer of z0 ∈ D, then

(
k∗ϕ(v))(z0) = ϕ(v, z0) for every v ∈ V . This shows that if

we evaluate ϕ on the base point z0 ∈ D, we obtain a K-invariant Schwartz function on V
by (3.2.6). This explains (3.2.5).

Example 3.2.3. The function corresponding to the standard Gaussian ϕ0 ◦ g0 ∈ S(V )K

via the isomorphism (3.2.5) is ϕ0(v, z) = e−π(v,v)z , where (·,·)z is the standard majorant
defined in (3.2.1).

We now define the Kudla–Millson Schwartz function ϕKM ∈
[
S(V )⊗Z2(D)

]G, where
we denote by Z2(D) the space of closed 2-forms on D.
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Remark 3.2.4. The action of G on Z2(D) is given simply by pullback of 2-forms via
elements of G. We say that ϕ ∈ S(V )⊗Z2(D) is G-invariant if

g∗ϕ
(
g(v)

)
= ϕ(v), for every v ∈ V ,

where g∗ϕ(v) is the pullback of ϕ(v) ∈ Z2(D) induced by the action of g on D.

We remark that

(3.2.7)
[
S(V )⊗Z2(D)

]G ∼= [S(V )⊗
∧2

(p∗)
]K
,

where the isomorphism is given by the evaluation at the base point z0 of D. Therefore, we can
define a G-invariant element ϕ ∈ S(V )⊗Z2(D) firstly as an element of

[
S(V )⊗

∧2(p∗)
]K ,

and then spread it to the whole D via the action of G. We follow this idea to define ϕKM.

Definition 3.2.5. We denote by Xα,µ, with 1 ≤ α ≤ b and b+ 1 ≤ µ ≤ b+ 2, the basis
elements of Matb,2(R) given by matrices with 1 at the (α, µ− b)-th entry and zero otherwise.
These elements give a basis of p via the isomorphism (3.2.2). Let ωα,µ be the element of
the dual basis which extracts the (α, µ− b)-th coordinate of elements in p, and let Aα,µ be
the left multiplication by ωα,µ. The function ϕKM is defined applying the operator

Db,2 =
1

2

b+2∏
µ=b+1

[ b∑
α=1

(
xα −

1

2π

∂

∂xα

)
⊗Aα,µ

]

to the standard Gaussian (ϕ0 ◦ g0)⊗ 1 ∈
[
S(V )⊗

∧0(p∗)
]K , namely

ϕKM = Db,2
(
(ϕ0 ◦ g0)⊗ 1

)
.

We remark that the evaluation of the operator 1√
2

(
xα − 1

2π
∂
∂xα

)
on a Schwartz func-

tion ϕ ∈ S(V ) is simply

1√
2

(
xα −

1

2π

∂

∂xα

)
ϕ =

1√
2

(
xαϕ−

1

2π

∂ϕ

∂xα

)
.

Note the analogy of such operator with the ones of the Rodrigues’ formula for the compu-
tation of the Hermite polynomials.

We now compute ϕKM explicitly. We may rewrite
(3.2.8)
ϕKM = Db,2

(
(ϕ0 ◦ g0)⊗ 1

)
=

=
1

2

[ b∑
α=1

(
xα −

1

2π

∂

∂xα

)
⊗Aα,b+1

]
·
[ b∑
β=1

(
xβ −

1

2π

∂

∂xβ

)
⊗Aβ,b+2

](
(ϕ0 ◦ g0)⊗ 1

)
=

=
1

2

[ b∑
α=1

b∑
β=1

( (
xα −

1

2π

∂

∂xα

)
⊗Aα,b+1︸ ︷︷ ︸

(†)

)
·
( (
xβ −

1

2π

∂

∂xβ

)
⊗Aβ,b+2︸ ︷︷ ︸

(††)

)](
(ϕ0 ◦ g0)⊗ 1

)
.

Note that product denoted simply by · in (3.2.8), between the operators (†) and (††) is made
componentwise. Namely, the result of such product is an operator made as the product of
the two operators on S(V ) tensor the wedge product of the two operators on

∧1(p)∗.
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We may proceed with the computation of (3.2.8) as
(3.2.9)
ϕKM =

=
1

2

[ b∑
α=1

b∑
β=1

(
xα −

1

2π

∂

∂xα

)(
xβ −

1

2π

∂

∂xβ

)
⊗
(
Aα,b+1 ∧Aβ,b+2

)](
(ϕ0 ◦ g0)⊗ 1

)
=

=
b∑

α=1

b∑
β=1

1

2

(
xα −

1

2π

∂

∂xα

)(
xβ −

1

2π

∂

∂xβ

)
(ϕ0 ◦ g0)︸ ︷︷ ︸

(?)

⊗ωα,b+1 ∧ ωβ,b+2.

We compute the term (?) as
1

2

(
xα −

1

2π

∂

∂xα

)(
xβ −

1

2π

∂

∂xβ

)
(ϕ0 ◦ g0) =

(
xα −

1

2π

∂

∂xα

)(
xβ(ϕ0 ◦ g0)

)
=

=

{
2xαxβ(ϕ0 ◦ g0) if α 6= β,(
2x2

α − 1
2π

)
(ϕ0 ◦ g0) if α = β.

Summarizing, we may rewrite ϕKM ∈
[
S(V )⊗

∧2(p∗)
]K over the base point z0 ∈ D as

(3.2.10) ϕKM(v, z0) =
b∑

α,β=1

(
Q(α,β)ϕ0

)(
g0(v)

)
⊗ ωα,b+1 ∧ ωβ,b+2,

where
(3.2.11)

Q(α,β)

(
g0(v)

)
:=

{
P(α,β)

(
g0(v)

)
, if α 6= β,

P(α,β)

(
g0(v)

)
− 1

2π , otherwise,
and P(α,β)

(
g0(v)

)
:= 2xαxβ,

for every v ∈ V with g0(v) = (x1, . . . , xb+2) ∈ Rb,2. It is easy to check that

Q(α,β)

(
g0(v)

)
=

{
1
2H1(xα)H1(xβ) if α 6= β,
1

4πH2(
√

2πxα) otherwise,

where Hn(t) is the n-th Hermite polynomial. This formula is a special case of what is
illustrated in [BF04, p. 65].

Remark 3.2.6. In (3.2.10), we provide a formula for ϕKM, considering the latter as
a K-invariant function in S(V )⊗

∧2(p∗). To construct a global G-invariant function
in S(V )⊗Z2(D), we may spread (3.2.10) on the whole G by means of (3.2.7), as follows.
Let z ∈ D, and let g ∈ G be such that g : z 7→ z0. By Remark 3.2.4, we may deduce that
(3.2.12)

ϕKM(v, z) = g∗ϕKM
(
g(v), z0

)
=

b∑
α=1

b∑
β=1

(
Q(α,β)ϕ0

)(
g0 ◦ g(v)

)
⊗ g∗(ωα,b+1 ∧ ωβ,b+2).

Since we spread a function defined at the base point z0 which is K-invariant, we deduce
that the value ϕKM(v, z) given by (3.2.12) does not depend on the choice of g mapping z
to z0.

We conclude this section with the following result from [KM86].

Lemma 3.2.7. The Kudla–Millson Schwartz function ϕKM is an eigenfunction for the
action of SO(2) via the Schrödinger model ω∞. More precisely

(3.2.13) ω∞(Rθ)ϕKM = eikθϕKM, for every Rθ =
(

cos θ sin θ
− sin θ cos θ

)
∈ SO(2).
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3.3. The Kudla–Millson theta form

This section gathers all properties about the Kudla–Millson theta form Θ(τ, z, ϕKM) we
need. We firstly illustrate some well-known results, and then we deduce an explicit formula
of Θ(τ, z, ϕKM) via the one of ϕKM computed in Section 3.2. After a brief introduction of
Borcherds’ formalism [Bor98], we show how to rewrite the Kudla–Millson theta form in
terms of Siegel theta functions.

Let
(
L, (·,·)

)
be a unimodular lattice of signature (b, 2), where b > 2. We fix once and

for all an integer k = 1 + b/2 and an orthogonal basis (ej)j of V = L⊗ R such that e2
j = 1,

for every j = 1, . . . , b, and e2
b+1 = e2

b+2 = −1. The choice of such a basis is equivalent to the
choice of an isometry g0 : V → Rb,2. We denote the Grassmannian Gr(V ) also by Gr(L).

3.3.1. Fundamentals on the Kudla–Millson theta form. Let Ak1 be the space of
analytic functions on H satisfying the weight k modular transformation property with
respect to SL2(Z). Via Lemma 3.2.7, one can show that the theta form Θ(τ, z, ϕKM) is a
non-holomorphic modular form with respect to the variable τ ∈ H, and a closed 2-form
with respect to the variable z ∈ Gr(L), in short Θ(τ, z, ϕKM) ∈ Ak1 ⊗Z2(D). In fact, the
Kudla–Millson theta form is Γ-invariant, for every subgroup Γ of finite index in O+(L),
as shown by the following result. This implies that Θ(τ, z, ϕKM) descends to an element
of Ak1 ⊗Z2(XΓ).

Lemma 3.3.1. For fixed τ ∈ H, the (1, 1)-form Θ(τ, z, ϕKM) is Γ-invariant on D, for
every subgroup Γ of finite index in O+(L).

Proof. The idea is analogous to the one to prove the modularity of Eisenstein series.
We are going to prove that γ∗Θ(τ, γ · z, ϕKM) = Θ(τ, z, ϕKM), for every γ ∈ O+(L).

Let g ∈ G be such that g : z 7→ z0. By (3.2.12), we may compute

γ∗Θ(τ, γ · z, ϕKM) = γ∗
( b∑
α,β=1

[
y−k/2

∑
λ∈L

(
ω∞(gτ )

(
Q(α,β)ϕ0

))(
g0 ◦ g ◦ γ−1(λ)

)]
⊗

⊗(γ−1)∗ ◦ g∗
(
ωα,b+1 ∧ ωβ,b+2

))
=

=

b∑
α,β=1

[
y−k/2

∑
λ∈L

(
ω∞(gτ )

(
Q(α,β)ϕ0

))(
g0 ◦ g ◦ γ−1(λ)

)]
⊗ g∗

(
ωα,b+1 ∧ ωβ,b+2

)
,

which equals Θ(τ, z, ϕKM), since γ preserves the lattice L. �

Kudla and Millson showed in [KM90] that the n-th Fourier coefficient of Θ(τ, z, ϕKM)
is a Poincaré dual form for the Heegner divisor Hn. Moreover, they proved that the
cohomology class [Θ(τ, z, ϕKM)] is a holomorphic modular form of weight k with values
in H1,1(XΓ), and coincides with Kudla’s generating series of Heegner divisors; see [KM90]
and [Kud04, Theorem 3.1].

Using the spread (3.2.12) of ϕKM, we may rewrite the Kudla–Millson theta form as
(3.3.1)

Θ(τ, z, ϕKM) =y−k/2
∑
λ∈L

(
ω∞(gτ )ϕKM

)
(λ, z) =

=
b∑

α,β=1

y−k/2
∑
λ∈L

(
ω∞(gτ )(Q(α,β)ϕ0)

)(
g0 ◦ g(λ)

)
︸ ︷︷ ︸

=:Fα,β(τ,g)

⊗g∗(ωα,b+1 ∧ ωβ,b+2),
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where g ∈ G is any isometry of V = L⊗ R mapping z to z0, and Q(α,β) is the polynomial
defined in (3.2.11). Since the Kudla–Millson Schwartz function ϕKM is the spread to the
whole D = Gr(L) of an element of S(V ) ⊗

∧2(p∗) which is K-invariant, the definition
of Θ(τ, z, ϕKM) does not depend on the choice of g mapping z to z0. One of the goals of
Section 3.3.2 is to rewrite the auxiliary functions Fα,β(τ, g) arising as in (3.3.1) in terms of
Siegel theta functions.

3.3.2. The Kudla–Millson theta form in terms of Siegel theta functions. In this
section, following the wording of [Bor98, Section 4], we rewrite the Kudla–Millson theta
form Θ(τ, z, ϕKM) in terms of Siegel theta functions. We then recall how to rewrite the
latter with respect to a splitting L = LLor ⊕ U , for some Lorentzian lattice LLor and some
hyperbolic plane U .

Since the lattice L has been chosen to be unimodular of signature (b, 2), we may assume
up to isomorphisms that L is an orthogonal direct sum of the form

(3.3.2) L = E8 ⊕ · · · ⊕ E8 ⊕ U︸ ︷︷ ︸
=LLor

⊕U,

where E8 is the 8-th root lattice and U is the hyperbolic lattice of rank 2. Let LLor be the
unimodular sublattice of L defined as the orthogonal complement of the last U appearing
in (3.3.2). We may assume that the orthogonal basis (ej)j of L⊗ R chosen above is such
that LLor⊗R is generated by e1, . . . , eb−1, eb+1, and that U ⊗R is generated by eb and eb+2.

Let u, u′ be a basis of U such that (u, u) = (u′, u′) = 0 and (u, u′) = 1. We may suppose
that

(3.3.3) u =
eb + eb+2√

2
and u′ =

eb − eb+2√
2

.

In this way, we may rewrite L as the orthogonal direct sum of LLor with Zu⊕ Zu′.
We now introduce Siegel theta functions as in [Bor98, Section 4]. For every z ∈ Gr(L)

and v ∈ L⊗ R we denote the projections of v to z and z⊥ respectively by vz and vz⊥ .

Definition 3.3.2. Let P be a homogeneous polynomial on Rb,2 of degree (m+,m−), i.e.
homogeneous of degree m+ in the first b variables, and homogeneous of degree m− in the
last two variables. The Siegel theta function ΘL is defined as

(3.3.4)
ΘL(τ, δ, ν, g,P) =

∑
λ∈L

exp(−∆/8πy)(P)
(
g0 ◦ g(λ+ ν)

)
×

×e
(
τq
(
(λ+ ν)z⊥

)
+ τ̄ q

(
(λ+ ν)z

)
− (λ+ ν/2, δ)

)
,

for every τ = x+ iy ∈ H, δ, ν ∈ L⊗ R, and g ∈ G, where the Laplacian ∆ on Rb,2 and its
exponential are the operators defined respectively as

∆ =
∑
j

d2

dx2
j

and exp
(
− ∆

8πy

)
=
∞∑
m=0

1

m!

(
− ∆

8πy

)m
.

If δ = ν = 0, we drop them from the notation, writing only ΘL(τ, g,P).

Remark 3.3.3. If the polynomial P is harmonic, i.e. ∆P = 0, then exp
(
−∆/8πy

)
(P) = P .

This is the case of P(α,β), if α 6= β. Instead, the polynomial P(α,α) is homogeneous but
non-harmonic, for any α; see (3.2.11).

In the remaining part of this section, we focus on the auxiliary functions Fα,β appearing
in (3.3.1). We recall that the base point z0 of Gr(L) is defined as the negative definite
plane in V generated by eb+1 and eb+2, or equivalently z0 = g−1

0 (R0,2), considering R0,2 as
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a quadratic subspace of Rb,2. Therefore the orthogonal complement z⊥0 = g−1
0 (Rb,0) is the

span of e1, . . . , eb in L⊗ R.

Lemma 3.3.4. For every index α, β, we may rewrite Fα,β in terms of Siegel theta functions
as

(3.3.5) Fα,β(τ, g) = y ·ΘL(τ, g,P(α,β)),

where τ = x+ iy ∈ H and g ∈ G.

Proof. Suppose that α 6= β. Let gτ =
(

1 x
0 1

) (√y 0

0
√
y−1

)
be the standard element

of SL2(R) mapping i to τ = x+ iy. Since the polynomial Q(α,β) = P(α,β) is homogeneous
of degree (2, 0) on Rb,2, we may use (3.2.3) to compute that

ω∞(gτ )
(
P(α,β)ϕ0

)(
g0 ◦ g(v)

)
= yk/2 · ω∞ ( 1 x

0 1 )
(
P(α,β)ϕ0

)(
g0 ◦ g(y1/2v)

)
=(3.3.6)

= yk/2 · e
(
xq(v)

)
·
(
P(α,β)ϕ0

)(
g0 ◦ g(y1/2v)

)
=

= y1+k/2 · e
(
xq(v)

)
· P(α,β)

(
g0 ◦ g(v)

)
· ϕ0

(
g0 ◦ g(y1/2v)

)
.

Since ϕ0

(
g0 ◦ g(y1/2v)

)
= e−πy(v,v)z , we may deduce that

e
(
τq(vz⊥) + τ̄ q(vz)

)
= e
(
xq(v)

)
· e−πy(v,v)z = e

(
xq(v)

)
· ϕ0

(
g0 ◦ g(y1/2v)

)
,

for every τ ∈ H. This, together with (3.3.6), implies that

ω∞(gτ )
(
P(α,β)ϕ0

)(
g0 ◦ g(v)

)
= y1+k/2 · P(α,β)

(
g0 ◦ g(v)

)
· e
(
τq(vz⊥) + τ̄ q(vz)

)
,

which we may insert into the formula defining Fα,β , obtaining that

Fα,β(τ, g) = y ·
∑
λ∈L
P(α,β)

(
g0 ◦ g(λ)

)
· e
(
τq(λz⊥) + τ̄ q(λz)

)
.

It is enough to compare this with (3.3.4), to deduce (3.3.5). In fact, the polynomial P(α,β)

is harmonic; see Remark 3.3.3.
The case α = β is analogous. The only difference is that

Q(α,α)(g0 ◦ g(y1/2v)
)

= y · exp
(
−∆/8πy

)
(P(α,α))

(
g0 ◦ g(v)

)
. �

We now rewrite Fα,β with respect to the splitting L = LLor ⊕ U , illustrated in (3.3.2),
following the same idea of Borcherds.

Definition 3.3.5. Let z ∈ Gr(L), and let g ∈ G be such that g : z 7→ z0. we denote by w
the orthogonal complement of uz in z, and by w⊥ the orthogonal complement of uz⊥ in z⊥.
We denote by g# : L⊗ R→ L⊗ R the linear map defined as g#(v) = g(vw⊥ + vw).

By construction, g# is an isometry from w⊥⊕w to its image, and vanishes on Ruz⊥⊕Ruz.

Definition 3.3.6. Let z ∈ Gr(L), and let g ∈ G be such that g maps z to z0. For every
homogeneous polynomial P of degree (m+,m−) on Rb,2, we define the homogeneous polyno-
mials Pg#,h+,h− , of degrees respectively (m+ − h+,m− − h−) on g0 ◦ g#(L⊗ R) ∼= Rb−1,1,
by

(3.3.7) P
(
g0 ◦ g(v)

)
=
∑
h+,h−

(v, uz⊥)h
+ · (v, uz)h

− · Pg#,h+,h−
(
g0 ◦ g#(v)

)
.

For the sake of completeness, we clarify with the following result how to check that
the auxiliary polynomials Pg#,h+,h− are still homogeneous. This is implicitly assumed in
Definition 3.3.6 as well as in [Bor98].

Lemma 3.3.7. The auxiliary polynomials Pg#,h+,h− appearing in Definition 3.3.6 are
homogeneous of degree (m+ − h+,m− − h−) on g0 ◦ g#(L⊗ R).
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Proof. We may rewrite

(3.3.8)

P
(
g0 ◦ g(v)

)
=
∑
h+,h−

(v, uz⊥)h
+ · (v, uz)h

− · Pg#,h+,h−
(
g0 ◦ g#(v)

)
=

=
∑
h+,h−

(
g(v), g(uz⊥)

)h+

·
(
g(v), g(uz)

)h− · Pg#,h+,h−
(
g0 ◦ g#(v)

)
.

We may rewrite g = κ · g̃, for some κ ∈ K = StabG(z0) ∼= SO(b)× SO(2) and some g̃ ∈ G
mapping z to z0 and stabilizing the line Ru; we will make g̃ more explicit in Section 3.4.2.
Since g̃ is an isometry, we deduce that

g̃ :
uz⊥

|uz⊥ |
7−→

uz⊥0
|uz⊥0 |

, and g̃ :
uz
|uz|
7−→ uz0
|uz0 |

.

This, together with (3.3.8), implies that

(3.3.9)
P
(
g0 ◦ g(v)

)
=
( |uz⊥ |
|u⊥z0 |

)h+( |uz|
|uz0 |

)h− ∑
h+,h−

(
g(v), κ(uz⊥0

)
)h+

·
(
g(v), κ(uz0)

)h−×
×Pg#,h+,h−

(
g0 ◦ g#(v)

)
.

Since the polynomial P
(
g0(v)

)
is homogeneous of degree (m+,m−) on Rb,2 with respect

to the variables xj = (v, ej), where j = 1, . . . , b+ 2, then P
(
g0 ◦ g(v)

)
is homogeneous of

the same degree with respect to the variables
(
g(v), ej). The same is true if we apply a

change of variables of the form(
g(v), ej

)
7−→

(
g(v), κ(ej)

)
, for some κ ∈ K.

In fact κ stabilizes the spaces z⊥0 = 〈e1, . . . , eb〉R and z0 = 〈eb+1, eb+2〉R. Since uz⊥0 = eb/
√

2

and uz0 = eb+2/
√

2, we deduce that Pg#,h+,h− is homogeneous of degree (m+−h+,m−−h−)

on g0 ◦ g#(L⊗ R) from (3.3.9). �

Remark 3.3.8. The polynomials P(α,β) are homogeneous of degree (2, 0), hence we may
simplify (3.3.7) as

(3.3.10) P(α,β)

(
g0 ◦ g(v)

)
=

2∑
h+=0

(v, uz⊥)h
+ · P(α,β),g#,h+,0

(
g0 ◦ g#(v)

)
.

The following result provides a formula to compute P(α,β),g#,h+,0.

Lemma 3.3.9. For every z ∈ Gr(L) and g ∈ G such that g maps z to z0, the polyno-
mial P(α,β),g#,h+,0 arising from the decomposition (3.3.10) of P(α,β) may be computed as

(3.3.11)

P(α,β),g#,h+,0

(
g0 ◦ g#(v)

)
=

=


2

u4
z⊥

(
g(u), eα

)(
g(u), eβ

)
, if h+ = 2,

2
u2
z⊥

(
g(u), eα

)(
g#(v), eβ

)
+ 2

u2
z⊥

(
g(u), eβ

)(
g#(v), eα

)
, if h+ = 1,

2
(
g#(v), eα

)(
g#(v), eβ

)
, if h+ = 0.

Proof. For every v ∈ L⊗ R, we denote by xj the coordinate of v with respect to the
standard basis e1, . . . , eb+2 of L⊗ R. We recall that

P(α,β)

(
g0(v)

)
= 2xαxβ = 2(v, eα)(v, eβ).

If g ∈ G = SO(L⊗ R), then P(α,β)

(
g0 ◦ g(v)

)
= 2
(
v, g−1(eα)

)(
v, g−1(eβ)

)
. To rewrite the

latter polynomial as in (3.3.10), we rewrite
(
v, g−1(ej)

)
in terms of (v, uz⊥), for j = α, β.
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The negative definite plane z = g−1(z0) is generated by g−1(eb+1) and g−1(eb+2), while
the positive definite b-dimensional subspace z⊥ is generated by g−1(e1), . . . , g−1(eb). Hence,
the vectors g−1(eα) and g−1(eβ) lie in z⊥. Recall that w (resp. w⊥) is the orthogonal
complement of uz (resp. uz⊥) in z (resp. z⊥). We may decompose

(3.3.12) g−1(ej) = sjuz⊥ + v′j , for j = α, β,

for some sj ∈ R, where v′j is the orthogonal projection of g−1(ej) to w⊥.
We use (3.3.12) to rewrite P(α,β)

(
g0 ◦ g(v)

)
as

(3.3.13)
P(α,β)

(
g0 ◦ g(v)

)
= 2(v, uz⊥)2sαsβ + (v, uz⊥)

[
2sα(v, v′β) + 2sβ(v, v′α)

]
+ 2(v, v′α)(v, v′β).

Comparing (3.3.13) with (3.3.10), we deduce that

P(α,β),g#,h+,0

(
g0 ◦ g#(v)

)
=


2sαsβ, if h+ = 2,
2sα(v, v′β) + 2sβ(v, v′α), if h+ = 1,
2(v, v′α)(v, v′β), if h+ = 0.

Since uz⊥ is orthogonal to w⊥ by construction, it follows that

sj =

(
uz⊥ , g

−1(ej)
)

u2
z⊥

=

(
g(u), ej

)
u2
z⊥

, for j = α, β.

Moreover, since ej is orthogonal to g(vw) for every j ≤ b, we may rewrite

(v, v′j) =
(
vw⊥ , g

−1(ej)
)

=
(
g#(v), ej

)
. �

The modular transformation formula of ΘL is provided by [Bor98, Theorem 4.1]. We
recall it in the more general setting of indefinite unimodular lattices of signature (b+, b−).

Theorem 3.3.10 (Borcherds). Let M be a unimodular lattice of signature (b+, b−). If P
is a homogeneous polynomial of degree (m+,m−) on Rb+,b− , then

ΘM (γ · τ, aδ + bν, cδ + dν, g,P) = (cτ + d)b
+/2+m+

(cτ̄ + d)b
−/2+m−ΘM (τ, δ, ν, g,P),

for every γ =
(
a b
c d

)
∈ SL2(Z).

Recall that we fixed k = 1 + b/2 once and for all.

Corollary 3.3.11. Let g ∈ G, and let f ∈ Sk1 . The function ykf(τ)Fα,β(τ, g) on H
is SL2(Z)-invariant, for every α, β. In particular, the integral∫

SL2(Z)\H
ykf(τ)Fα,β(τ, g)

dx dy

y2

is well-defined, and can be computed over any fundamental domain of H with respect to the
action of SL2(Z).

Proof. Let γ =
(
a b
c d

)
∈ SL2(Z). By Lemma 3.3.4 and Theorem 3.3.10, we deduce

that
=(γ · τ)kf(γ · τ)Fα,β(γ · τ, g) = =(γ · τ)k+1f(γ · τ)ΘL(γ · τ, g,P(α,β)) =

=
=(τ)k+1

|cτ + d|2k+2
(cτ + d)k+1(cτ̄ + d)k+1f(τ)ΘL(τ, g,P(α,β)) = =(τ)kf(τ)Fα,β(τ, g),

for every τ ∈ H. �

The following result illustrates how to decompose the Siegel theta function attached
to the polynomial P(α,β) with respect to the splitting L = LLor ⊕ U chosen in (3.3.2). It
is [Bor98, Theorem 5.2], rewritten with respect to a unimodular lattice L.
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Theorem 3.3.12 (Borcherds). Let L = LLor⊕U be a unimodular lattice of signature (b, 2),
and let µ ∈ (LLor ⊗ R)⊕ Ru be the vector defined as

µ = −u′ + uz⊥/2u
2
z⊥ + uz/2u

2
z.

We have

(3.3.14)

ΘL(τ, g,P(α,β)) =

=
1√

2yu2
z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0) +

1√
2yu2

z⊥

∑
c,d∈Z

gcd(c,d)=1

∑
r≥1

2∑
h+=0

(−2iy)−h
+×

×rh+
(cτ̄ + d)h

+ · e
(
− r2|cτ + d|2

4iyu2
z⊥

)
·ΘLLor

(
τ, rdµ,−rcµ, g#,P(α,β),g#,h+,0

)
.

Remark 3.3.13. When we use ΘLLor
in Theorem 3.3.12, we should write as argu-

ment µLLor
, namely the orthogonal projection of µ to LLor ⊗ R, instead of µ. However,

since µLLor
= µ− (µ, u′)u, we have

µw = (µLLor
)w = −u′w,

µw⊥ = (µLLor
)w⊥ = −u′w⊥ ,

(µ, u) = (µLLor
, u).

This explain why we may use such abuse of notation. Note also that the orthogonal
projection L⊗ R→ LLor ⊗ R induces an isometric isomorphism w⊥ ⊕ w → w⊥Lor ⊕ wLor =
LLor ⊗ R. This implies that we may identify w with wLor and consider w as an element
of Gr(LLor); see [Bru02, p. 42]. Analogously, we may regard g#|LLor⊗R as an element
of SO(LLor ⊗ R).

Corollary 3.3.14. For every α, β, we may rewrite the auxiliary function Fα,β(τ, g) with
respect to the splitting L = LLor ⊕ U as
(3.3.15)

Fα,β(τ, g) =

√
y√

2u2
z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0) +

√
y√

2u2
z⊥

∑
c,d∈Z

gcd(c,d)=1

∑
r≥1

2∑
h+=0

(−2iy)−h
+
rh

+×

× (cτ̄ + d)h
+ · exp

(
− πr2|cτ + d|2

2yu2
z⊥

)
·ΘLLor

(
τ, rdµ,−rcµ, g#,P(α,β),g#,h+,0

)
.

Proof. It is a direct consequence of Lemma 3.3.4 and Theorem 3.3.12. �

3.4. Fourier expansions of LLor-invariant functions

In this section, we recall two different models of Gr(L), namely the projective model D+
b

in P(L⊗ C), and the tube domain model Hb in LLor ⊗ C. We then explain how to identify
the group of isometries G = SO(L⊗R) with the Cartesian product K ×Hb, and recall how
to use such identification to construct Fourier expansions of LLor-invariant functions defined
over G. This will be relevant in Section 3.5.2, where we will compute Fourier expansions of
certain LLor-invariant functions arising from a decomposition of the Kudla–Millson theta
lift; see Theorem 3.5.4.

We use the notation of the previous sections, in particular we denote by (ej)j the
standard basis of L ⊗ R, and by u and u′ the isotropic vectors defined as in (3.3.3). As
usual, the lattice L is unimodular. The main references are [Bru02, Section 3.2] and [Bor98,
Section 13].
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3.4.1. Models of the symmetric space associated to G. We denote by Db the open
subset of a quadric defined as

Db = {[ZL] ∈ P(L⊗ C) : (ZL, ZL) = 0 and (ZL, ZL) < 0}.

It is well-known thatDb is a complex manifold of dimension b with two connected components.
We choose the connected component of Db containing [Z0

L], where Z0
L := [eb+1 + ieb+2], and

denote it by D+
b . Such component is identified with Gr(L) as follows, explaining why D+

b
is usually referred as the projective model of Gr(L).

If [ZL] ∈ D+
b , then the decomposition in real and imaginary parts of the representa-

tive ZL = XL + iYL, is such that

(3.4.1) XL ⊥ YL and X2
L = Y 2

L < 0,

hence the plane z = 〈XL, YL〉R in L ⊗ R is negative definite, or equivalently, it is an
element of Gr(L). Clearly, the construction of z above does not depend on the choice of
the representative of [ZL]. Conversely, if z ∈ Gr(L), then we may choose a basis XL, YL
satisfying (3.4.1) such that [XL + iYL] ∈ D+

b .
Recall that the base point z0 ∈ Gr(L) is the negative definite plane in L⊗ R generated

by eb+1 and eb+2. Clearly z0 maps to [Z0
L] ∈ D+

b via the previous identification.

We now recall the tube domain model of Gr(L). If ZL ∈ L⊗C, then ZL = Z+au′+ bu
for some Z ∈ LLor ⊗ C and some a, b ∈ C. We write ZL = (Z, a, b) in short. The tube
domain model Hb is defined as the connected component of{

Z = X + iY ∈ LLor ⊗ C : Y 2 < 0
}
,

mapping to D+
b via the map

Hb −→ D+
b , Z 7−→ [ZL] = [(Z, 1,−q(Z))].

Such map is biholomorphic. In fact, since (ZL, u) 6= 0 for every [ZL] ∈ D+
b , one can

prove that is it possible to choose a unique representative ZL = (Z, 1,−q(Z)), for
some Z = X + iY ∈ Hb, such that

(3.4.2) XL = (X, 1, q(Y )− q(X)) and YL = (Y, 0,−(X,Y )).

Such representative, or equivalently such choice of the basis XL, YL of z, clearly depends
on the choice of the isotropic vectors u and u′.

We remark that the representative of the form (Z0, 1,−q(Z0)) of the base point in D+
b

is the one such that Z0 = X0 + iY0, with X0 = 0 and Y0 =
√

2eb+1.
We identified Gr(L) with D+

b andHb. Via such identifications, the base point z0 ∈ Gr(L)
is respectively identified with

z0 ←→ [Z0
L] = [−

√
2eb+2 + i

√
2eb+1]←→ Z0 = i

√
2eb+1.

The following result can be regarded as a dictionary to rewrite functions defined on
one of the previous models as functions on the remaining ones. In Section 3.5.3, it will
be useful to rewrite certain series arising from the Kudla–Millson lift in terms of the tube
domain model.

Lemma 3.4.1. Let w (resp. w⊥) be the orthogonal complement of uz (resp. uz⊥) in z
(resp. z⊥), and let µ = −u′+uz⊥/2u2

z⊥
+uz/2u

2
z. If Z = X+iY ∈ Hb corresponds to z via the

previous identifications, and if the representative of the corresponding point [ZL] = [XL + iYL]
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in D+
b is chosen such that (3.4.2) is satisfied, then

(3.4.3)

X2
L = Y 2

L = Y 2

u2
z⊥ = −u2

z = −1/Y 2,

λw = (λ, Y )Y/Y 2,

uz = XL/Y
2

µLLor
= X,

(λ, λ)w = λ2 − 2(λ, Y )2/Y 2,

where λ is any vector of LLor ⊗ R, and µLLor
is the orthogonal projection of µ to LLor ⊗ R.

Proof. See e.g. [Bor98, p. 543] or [Bru02, pp. 79, 80], paying attention that the lattice L
in this thesis has signature (b, 2), and not (2, b) as in the cited references. �

3.4.2. The identification of K ×Hb with G. Let z ∈ Gr(L), and let Z = X+ iY ∈ Hb
and [ZL] ∈ D+

b be the corresponding points in the tube domain model and in the projective
model, respectively. From now on, we suppose that ZL = XL+iYL is the only representative
of [ZL] such that (3.4.2) is fulfilled. Recall that we denote by K the compact maximal
subgroup of G that stabilizes the base point z0 ∈ Gr(L).

We want to fix once and for all an identification of K×Hb with G, i.e. a diffeomorphism

(3.4.4) ι : K ×Hb −→ G.

The number of such possible identifications is clearly infinite. In fact, for every z ∈ Gr(L),
there are infinitely many isometries of G mapping z to z0, since if g is one of them, then so
is κ · g, for every κ ∈ K.

For the purposes of this chapter, we need to choose an identification ι fulfilling the
properties illustrated in the following result. The reason, which will become clear with
Theorem 3.5.4, is that we need to use such properties to prove that some series defined
over G, arising from the Kudla–Millson lift, are actually Fourier series.

We recall that if g ∈ G is such that it maps the negative definite plane z to the base
point z0 ∈ Gr(L), then we denote by g# : L⊗ R→ L⊗ R the linear map defined as

g#(v) := g(vw⊥ + vw).

Lemma 3.4.2. There exists a diffeomorphism ι : K ×Hb → G such that

ι(κ, Z) = κ · ι(1, Z), ι(1, Z) : z 7−→ z0, and ι(1, Z) : Ru 7−→ Ru,

and also such that the associated function ι(1, Z)#|LLor⊗R does not depend on the real part
of Z, or equivalently

(3.4.5) ι(1, Z)#(v) = ι(1, Z +X ′)
#

(v), for every v,X ′ ∈ LLor ⊗ R.

Remark 3.4.3. The fact that the identification ι of Lemma 3.4.2 is such that the isome-
try ι(1, Z) maps z to z0 and preserves the isotropic line Ru implies that

(3.4.6)
ι(1, Z) : Ruz 7−→ Ruz0 , ι(1, Z) : Ruz⊥ 7−→ Ruz⊥0 ,

ι(1, Z) : w 7−→ w0, ι(1, Z) : w⊥ 7−→ w⊥0 .

In fact, since ι(1, Z)(u) = c · u for some c ∈ R, it follows that

ι(1, Z)(uz) = ι(1, Z)(u)ι(1,Z)(z) = c · uz0 ,

hence the line Ruz maps to Ruz0 . The remaining results appearing in (3.4.6) can be deduced
analogously.

The proof of Lemma 3.4.2, which is rather technical, is postponed to Section 3.4.4. It
is based on an explicit Iwasawa decomposition G = KAN , and on a diffeomorphism from
the tube domain model to the AN factor of such decomposition.
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3.4.3. Fourier expansions. We fix once and for all a diffeomorphism ι identifying K×Hb
with G. In this section we introduce Fourier expansions of LLor-invariant complex valued
functions defined over G.

We recall that the sublattice LLor is unimodular. If F : Hb → C is a LLor-invariant
function, i.e. F (Z + λ) = F (Z) for every λ ∈ LLor, then it admits a Fourier expansion of
the form

F (Z) =
∑

λ∈LLor

c(λ) · e
(
(λ, Z)

)
=

∑
λ∈LLor

c(λ, Y ) · e
(
(λ,X)

)
,

where we denote by c(λ), resp. c(λ, Y ), the Fourier coefficient associated to λ, resp. λ
and Y .

It is possible to consider Fourier expansions of LLor-invariant functions defined over G
instead of Hb, as we are going to illustrate.

If F : G → C is a function defined over G, we may use the identification ι as in
Section 3.4.2 to rewrite F as a function of the form F : K ×Hb → C, which we denote with
the same letter. Suppose that F is LLor-invariant, i.e.

F (κ, Z + λ) = F (κ, Z), for every Z ∈ Hb, λ ∈ LLor and κ ∈ K,

then F admits a Fourier expansion

(3.4.7) F (g) = F (κ, Z) =
∑

λ∈LLor

c(λ, κ) · e
(
(λ, Z)

)
=

∑
λ∈LLor

c(λ, κ, Y ) · e
(
(λ,X)

)
,

where g ∈ G is identified with (κ, Z) ∈ Hb ×K via ι, and where c(λ, κ) and c(λ, κ, Y ) are
called the Fourier coefficients (with respect to ι) of F .

3.4.4. An explicit identification of K ×Hb with G. In this section we provide an
example of an identification ι : K × Hb → G satisfying the properties illustrated in Sec-
tion 3.4.2. The idea is to construct ι from a standard explicit Iwasawa decomposition
of G = SO(L⊗ R).

We choose a basis of L ⊗ R which differs both from the orthonormal one used to
construct the Kudla–Millson Schwartz function, that we denoted by (ej)j , and from the
one used in [Bru02, Section 4.1] to give coordinates of Hb. The reason of such new choice is
that it enables us to rewrite the factors A and N of the Iwasawa decomposition G = KAN
as groups of matrices with an easy description, namely as diagonal matrices for the former,
and upper triangular for the latter.

The new basis we choose is the one given by

(3.4.8) u, d, d3, . . . , db, d
′, u′,

where dj := ej−2 for 3 ≤ j ≤ b, while

d :=
eb−1 + eb+1√

2
and d′ :=

eb−1 − eb+1√
2

are the standard generators of the hyperbolic plane U split off orthogonally by LLor, such
that LLor = L+ ⊕ U for some unimodular lattice L+.

In this section, if v ∈ L⊗ R, then we write it with respect to the basis above as

v = v1u+ v2d+

b∑
j=3

vjdj + vb+1d
′ + vb+2u

′,

88



or in short as a column vector in Rb+2 with the vj ’s as entries. With this notation, we may
represent the quadratic form of L⊗ R as

q(v) = v1vb+2 + v2vb+1 +
1

2

b∑
j=3

v2
j .

As illustrated e.g. in [MO04, Section 5.1] and [Liv, Section 2.3], we may realize the
Iwasawa decomposition of G = SO(L⊗R) over the basis (3.4.8) as G = KAN , where K is
the stabilizer of the base point z0 = 〈u − u′, d − d′〉R, which is the same we chose in the
previous sections, while

(3.4.9) A =
{

diag(m1,m2, 1, . . . , 1,m
−1
2 ,m−1

1 ) : m1,m2 ∈ R>0

}
is a group of diagonal matrices with non-negative entries, and
(3.4.10)

N =




1 φ x+ 1
2
φy η− 1

2
xyt− 1

6
φyyt −φη− 1

2
xxt+ 1

24
φ2yyt

1 y − 1
2
yyt −η− 1

2
xyt+ 1

6
φyyt

Id −yt −xt+ 1
2
φyt

1 −φ
1

 : η, φ ∈ R and x, y ∈ Rb−2


is a group of upper triangular matrices, where x, y ∈ Rb−2 appearing in the definition are
row vectors.

If Z = X + iY ∈ LLor ⊗ C, we may rewrite it with respect to the basis (3.4.8) as the
column vector Z = (0, Z2, . . . , Zb+1, 0)t, for some Zj ∈ C, and analogously for the real
and imaginary parts of Z. We recall from [Bru02, Section 4.1], read with respect to the
basis (3.4.8), that we may rewrite the tube domain model Hb as

Hb = {Z ∈ LLor ⊗ C : Yb+1 < 0 and q(Y ) < 0}.

The action of G on the projective model D+
b is the natural one, obtained by restriction

from P(L⊗ C). We recalled how to identify the model D+
b with Hb in Section 3.4.1. Using

such identification, one can explicitly deduce how G acts on Hb, and prove the following
result.

Lemma 3.4.4. Let X ′ ∈ LLor ⊗ R, and let M(X ′) ∈ N be the matrix defined as

M(X ′) =



1 −X ′b+1 −X ′3 · · · −X ′b −X ′2 −q(X ′)
1 0 · · · · · · 0 X ′2

. . . . . .
... X ′3

. . . . . .
...

...
. . . 0 X ′b

1 X ′b+1
1


,

where we denote by X ′j ∈ R the j-th coordinate of X ′ with respect to the basis (3.4.8). The
action of M(X ′) on Hb is given by the translation Z 7→ Z +X ′.

Proof. If we rewrite Z over the basis (3.4.8) as Z = (0, Z2, . . . , Zb+1, 0)t, its corre-
sponding point in the projective model D+

b is [ZL], where ZL = (−q(Z), Z2, . . . , Zb+1, 1)t.
We may then rewrite the translation on Hb given by

Z = (0, Z2, . . . , Zb+1, 0)t 7−→ Z +X ′ = (0, Z2 +X ′2, . . . , Zb+1 +X ′b+1, 0)t

on the projective model as

[(−q(Z), Z2, . . . , Zb+1, 1)t] 7−→ [(−q(Z +X ′), Z2 +X ′2, . . . , Zb+1 +X ′b+1, 1)t].
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Such map is the one induced via multiplication by M(X ′), since

−q(Z +X ′) = −q(Z)− q(X ′)− Z2X
′
b+1 − Zb+1X

′
2 −

1

2

b∑
j=3

ZjX
′
j . �

The base point z0 ∈ Gr(L) corresponds to [Z0
L] ∈ D+

b in the projective model, and
to Z0 ∈ Hb in the tube domain model. The representative Z0

L = X0
L + iY 0

L may be written
over the basis (3.4.8) with

X0
L = (−1, 0, . . . , 0, 1) and Y 0

L = (0, 1, 0, . . . , 0,−1, 0),

while Z0 = X0 + iY0 with

X0 = 0 and Y0 = (1, 0, . . . , 0,−1).

We recall that AN acts on Gr(L) bijectively, that is, for every z ∈ Gr(L) there exists
only one a ∈ A and n ∈ N such that an : z0 7→ z. We use this property to provide an
identification ι : K ×Hb → G as in Section 3.4.2, and then we prove that it satisfies the
properties illustrated in Lemma 3.4.2.

Definition 3.4.5. Let G = KAN be the Iwasawa decomposition of G = SO(L ⊗ R)
constructed above. If Z ∈ Hb corresponds to the negative definite plane z ∈ Gr(L), then
we define ι(1, Z) := (an)−1, where a ∈ A and n ∈ N are chosen such that an maps z0 to z.
We also set ι(κ, Z) = κ · ι(1, Z), for every κ ∈ K.

Proof of Lemma 3.4.2. We rewrite a−1 and n−1 as general elements of A and N
over the basis (3.4.8), as in (3.4.9) and (3.4.10) respectively. That is, the isometry a−1 is
represented as a diagonal matrix depending on some m1,m2 ∈ R>0, and n−1 is an upper
triangular matrix depending on some η, φ ∈ R and some row vectors x, y ∈ Rb−2. We
denote by yj the j-th entry of y.

We rewrite the isotropic vector u with respect to the basis (3.4.8) as u = (1, 0, . . . , 0)t.
It is easy to see that

ι(1, Z)(u) = n−1 · a−1 · (1, 0, . . . , 0)t = n−1 · (m1, 0, . . . , 0)t = (m1, 0, . . . , 0)t = m1u,

hence ι(1, Z) preserves the isotropic line Ru.
We conclude the proof by showing (3.4.5). Since ι(1, Z) maps w⊥ ⊕ w to w⊥0 ⊕ w0 by

Remark 3.4.3, we deduce that

(3.4.11) ι(1, Z)#(v) =
(
ι(1, Z)(v)

)
w⊥0 ⊕w0

for every v ∈ LLor ⊗ R. Let v be rewritten with respect to the basis (3.4.8) as a column
vector v = (0, v2, . . . , vb+1, 0)t ∈ Rb+2. It is easy to compute that

(3.4.12) ι(1, Z)(v) = n−1 · a−1 ·


0
v2
...

vb+1

0

 =


∗
D2
...

Db+1

0

 ,

where D2 = m2v2 + y · (v3, . . . , vb)
t − vb+1yy

t

2m2
, Dj = vj − yj−2vb+1

m2
for 3 ≤ j ≤ b + 1,

and Db+1 =
vb+1

m2
. Since the first entry of the right-hand side of (3.4.12) will not be relevant,

we do not provide a formula for it, and instead we write ∗. Since z0 = 〈u− u′, d− d′〉, it is
easy to see that Ruz0 = R(u− u′) and Ruz⊥0 = R(u+ u′). Since w⊥0 ⊕ w0 is orthogonal to
the plane Ruz0 ⊕ Ruz⊥0 = 〈u, u′〉R, we deduce from (3.4.11) that

ι(1, Z)#(v) = (0, D2, . . . , Db+1, 0)t.
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By Lemma 3.4.4, the only map of AN that induces the translation Z 7→ Z +X ′ on Hb
is the one induced by M(X ′) ∈ N . This implies that ι(1, Z +X ′) = ι(1, Z) ·M(−X ′). An
easy computation shows that
(3.4.13)

ι(1, Z +X ′)(v) = ι(1, Z) ·M(−X ′) ·


0
v2
...

vb+1

0

 = n−1 · a−1 ·


(X ′, v)
v2
...

vb+1

0

 =


∗∗
D2
...

Db+1

0

 ,

where Dj are as in (3.4.12). We avoid to give a formula for the first entry of the right–hand
side of (3.4.13), and simply denote it by ∗∗. Such entry is in general different from the first
one of the right-hand side of (3.4.12). Summarizing, we eventually deduce that

ι(1, Z)#(v) =


∗
D2
...

Db+1

0


w⊥0 ⊕w0

=


0
D2
...

Db+1

0

 =


∗∗
D2
...

Db+1

0


w⊥0 ⊕w0

= ι(1, Z +X ′)
#

(v),

which concludes the proof of (3.4.5). �

3.5. The unfolding of the Kudla–Millson lift

In this section we unfold the defining integrals of the genus 1 Kudla–Millson theta
lift ΛKM

1 : Sk1 → Z2(XL). Such lift was introduced with Definition 3.1.2. By Lemma 3.3.1,
it produces Γ-invariant 2-forms on D, which descend to 2-forms on the orthogonal Shimura
variety XΓ. Via (3.3.1), we may rewrite ΛKM

1 more explicitly as

(3.5.1)

ΛKM
1 (f) :=

∫
SL2(Z)\H

ykf(τ)Θ(τ, z, ϕKM)
dx dy

y2
=

=
b∑

α,β=1

(∫
SL2(Z)\H

ykf(τ)Fα,β(τ, g)
dx dy

y2

)
⊗ g∗

(
ωα,b+1 ∧ ωβ,b+2

)
,

for every cusp form f ∈ Sk1 , and for every g ∈ G mapping z to z0. The value of ΛKM
1 (f) on z

does not depend on the choice of such g. We refer to the integrals appearing as coefficients
in (3.5.1), namely

(3.5.2)
∫

SL2(Z)\H
ykf(τ)Fα,β(τ, g)

dx dy

y2
,

as the defining integrals of ΛKM
1 (f). The goal of this section is to compute such integrals

via the unfolding trick.
The classical unfolding trick is recalled in Section 3.5.1. We apply it to the defining

integrals of the Kudla–Millson lift in Section 3.5.2, while in Section 3.5.3 we compute the
Fourier expansion of such unfolded integrals.

3.5.1. The classical unfolding trick. We briefly recall the Rankin–Selberg method,
usually called unfolding trick.

Let Γ∞ be the index 2 subgroup {( 1 n
0 1 ) : n ∈ Z} of the group of translations in SL2(Z).

The unfolding trick enables us to simplify an integral of the form

(3.5.3)
∫

SL2(Z)\H
H(τ)

dx dy

y2
,
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where H : H→ C is a SL2(Z)-invariant function, in the case where H can be rewritten as
an absolutely convergent series of the form

(3.5.4) H(τ) =
∑

γ∈Γ∞\SL2(Z)

h(γ · τ),

for some Γ∞-invariant map h. The sum (3.5.4) is analogous to the one used to define
Poincaré series.

The unfolding trick aims to rewrite the integral (3.5.3) as an integral of h over the
unfolded domain Γ∞\H, more precisely as

(3.5.5)
∫

SL2(Z)\H
H(τ)

dx dy

y2
= 2

∫
Γ∞\H

h(τ)
dx dy

y2
.

Since we can choose the vertical strip

S = {τ = x+ iy ∈ H : 0 ≤ x ≤ 1}

as fundamental domain of the action of Γ∞ on H, the integral on the right-hand side
of (3.5.5) is easier to compute with respect to the one on the left-hand side.

Let F be the standard fundamental domain of the action of SL2(Z) on H. The
equality (3.5.5) can be easily checked as∫

SL2(Z)\H
H(τ)

dx dy

y2
=

∫
F

∑
γ∈Γ∞\ SL2(Z)

h(γ · τ)
dx dy

y2
=

∑
γ∈Γ∞\SL2(Z)

∫
F
h(γ · τ)

dx dy

y2
=

=
∑

γ∈Γ∞\ SL2(Z)

∫
γ·F

h(τ)
dx dy

y2
= 2

∫
Γ∞\H

h(τ)
dx dy

y2
,

where the factor 2 arises because the quotient classes of ( 1 0
0 1 ) and

(−1 0
0 −1

)
in Γ∞\SL2(Z)

are different.

3.5.2. The unfolding of ΛKM
1 . To unfold the defining integrals (3.5.2) of the Kudla–

Millson lift via the procedure illustrated in Section 3.5.1, we need to find Γ∞-invariant
functions hα,β(τ, g) such that
(3.5.6)

ykf(τ)Fα,β(τ, g) =
yk+1/2f(τ)√

2u2
z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0) +

∑
γ=( ∗ ∗c d )∈Γ∞\ SL2(Z)

hα,β(γ · τ, g),

for every g ∈ G and z ∈ Gr(L) such that g : z 7→ z0. The first summand on the right-hand
side of (3.5.6) arises from the error term associated to c = d = 0 appearing on the right-hand
side of (3.3.15). Such term will become relevant in the computation of the constant term
of the Fourier expansion of the defining integrals of ΛKM

1 (f).

Proposition 3.5.1. Such Γ∞-functions exist. They can be chosen as

hα,β(τ, g) =
yk+1/2f(τ)√

2u2
z⊥

∑
r≥1

2∑
h+=0

(2iy)−h
+ · rh+×

× exp
(
− πr2

2yu2
z⊥

)
·ΘLLor

(
τ, rµ, 0, g#,P(α,β),g#,h+,0

)
.

Proof. The definition of hα,β above corresponds to the product of ykf(τ) with the
conjugate of the term of (3.3.15) associated to the values c = 0 and d = 1. Such function
is Γ∞-invariant, since so is also ΘLLor

(τ, rµ, 0, g#,P(α,β),g#,h+,h−).
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We compute hα,β(γ · τ, g) for every γ = ( ∗ ∗c d ) ∈ Γ∞\ SL2(Z), showing that such value
equals the term of ykf(τ)Fα,β(τ, g) corresponding to the coprime values c, d ∈ Z appearing
when replacing Fα,β(τ, g) by (3.3.15).

Let γ =
(
a b
c d

)
∈ Γ∞\SL2(Z), for some coprime integers c, d ∈ Z, and let g ∈ G. We

use the modular transformation properties of y, f(τ) and ΘLLor
, where the automorphic

factor of the latter is given by Theorem 3.3.10 with LLor and P(α,β),g#,h+,0 in place of L
and P, respectively. We deduce
(3.5.7)

hα,β(γ · τ, g) =
1√

2u2
z⊥

· yk+1/2

|cτ + d|2k+1
· (cτ + d)k · f(τ)

2∑
h+=0

(2iy)−h
+×

× |cτ + d|2h+ ·
∑
r≥1

rh
+ · exp

(
− πr2|cτ + d|2

2yu2
z⊥

)
×

× (cτ̄ + d)(b−1)/2+2−h+
(cτ + d)1/2ΘLLor

(τ,M,N, g#,P(α,β),g#,h+,0),

where M,N ∈ LLor ⊗ R are such that aM + bN = rµ and cM + dN = 0. The solutions
of the latter system of equations are M = rdµ and N = −rcµ, respectively. We replace
them in (3.5.7), and simplify the factors given by powers of (cτ + d) and their conjugates,
deducing that

hα,β(γ · τ, g) =
yk+1/2√

2u2
z⊥

· f(τ)
∑
r≥1

2∑
h+=0

(2iy)−h
+ · rh+×

× (cτ + d)h
+ · exp

(
− πr2|cτ + d|2

2yu2
z⊥

)
ΘLLor

(τ, rdµ,−rcµ, g#,P(α,β),g#,h+,0).

By Corollary 3.3.14, the formula above for hα,β(γ · τ, g) coincides with the (c, d)-summand
of ykf(τ)Fα,β(τ, g) that arises when rewriting Fα,β(τ, g) as in (3.3.15). That is, (3.5.6) is
satisfied. �

We may then unfold the defining integrals (3.5.2) of the Kudla–Millson lift as
(3.5.8)∫

SL2(Z)\H
ykf(τ)Fα,β(τ, g)

dx dy

y2
=

=

∫
SL2(Z)\H

yk+1/2f(τ)√
2u2

z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0)

dx dy

y2
+ 2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
.

3.5.3. Fourier series of unfolded integrals. In this section we compute the Fourier
expansion of the defining integral (3.5.2) of ΛKM

1 , for every α, β. To do so, we begin
rewriting the last term of the right-hand side of (3.5.8) via Proposition 3.5.1 as

(3.5.9)

2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
=

∫ +∞

0

∫ 1

0

√
2yk−3/2f(τ)√

u2
z⊥

2∑
h+=0

(2iy)−h
+×

×
∑
r≥1

rh
+ · exp

(
− πr2

2yu2
z⊥

)
·ΘLLor

(
τ, rµ, 0, g#,P(α,β),g#,h+,0

)
dx dy.
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We are going to replace in (3.5.9) the cusp form f with its Fourier expansion, and the Siegel
theta function ΘLLor

with its defining series. We denote the Fourier expansion of f by

(3.5.10) f(τ) =
∑
n>0

cn(f)e(nτ) =
∑
n>0

cn(f) exp(−2πny)e(nx).

Recall that we denote by (·,·)w the standard majorant of LLor ⊗ R with respect
to w ∈ Gr(LLor), that is (v, v)w = (vw⊥ , vw⊥) − (vw, vw), for every v ∈ LLor ⊗ R. We
rewrite the defining series of ΘLLor

with respect to the decomposition τ = x+ iy in real
and imaginary part as
(3.5.11)

ΘLLor

(
τ, rµ, 0, g#,P(α,β),g#,h+,0

)
=

∑
λ∈LLor

exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
×

× exp
(
− πy(λ, λ)w

)
· e
(
xq(λ)

)
· e
(
− r(λ, µ)

)
.

Remark 3.5.2. Even if P(α,β) is harmonic, when we rewrite it as a linear combination
of products of polynomials on subspaces, see Remark 3.3.8, the polynomials P(α,β),g#,h+,0

are not always harmonic. In fact, if h+ = 1, 2, then they are of degree respectively 0
and 1, so they are harmonic. But the harmonicity of the one associated to h+ = 0
depends on the choice of g, as illustrated in the following example. This explains why the
operator exp(−∆/8πy) appearing in (3.5.11) can not be in general dropped.

Example 3.5.3. We are going to construct an isometry g ∈ G = SO(L⊗ R) such that the
polynomial P(α,β),g#,0,0 is non-harmonic.

Suppose that α 6= β and that α, β < b. Let g ∈ G be the isometry defined as

g : eα 7→
eα + eβ√

2
, eb 7→

eα − eβ√
2

, eβ 7→ eb,

and fixing the remaining vectors of the standard basis of L ⊗ R. We remark that such
isometry lies in the maximal compact subgroup K of G, that is, the stabilizer of the base
point z0 ∈ Gr(L).

We have P(α,β)

(
g0(v)

)
= 2xαxβ, for every v =

∑b+2
j=1 xjej ∈ L ⊗ R. For the special

choice of the isometry g as above, we may also deduce that

(3.5.12) P(α,β)

(
g0 ◦ g(v)

)
= x2

α − x2
b ,

since

g(v) = x1e1 + · · ·+
(xα + xb√

2

)
eα + · · ·+

(xα − xb√
2

)
eβ + · · ·+ xβeb + · · ·+ xb+2eb+2.

We are now ready to compute the polynomials P(α,β),g#,h+,0 arising as in Remark 3.3.8.
Since u = (eb+eb+2)/

√
2 by definition, we deduce that uz⊥0 = eb/

√
2, hence (v, uz⊥0

) = xb/
√

2.
By comparing (3.5.12) with the decomposition of Remark 3.3.8, or directly by Lemma 3.3.9,
we then deduce that

P(α,β),g#,h+,0

(
g0 ◦ g#(v)

)
=


x2
α, if h+ = 0,

0, if h+ = 1,
−2, if h+ = 2.

In particular, the polynomial P(α,β),g#,0,0 is non-harmonic.

We are now ready to prove the main result of this section.

Theorem 3.5.4. Let f ∈ Sk1 be an elliptic cusp form. We identify G with K ×Hb via a
diffeomorphism ι as in Lemma 3.4.2, such that every g ∈ G may be rewritten as ι(κ, Z),
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for a unique (κ, Z) ∈ K ×Hb. The defining integrals Iα,β : G→ C of the Kudla–Millson
lift ΛKM

1 (f), namely

Iα,β(g) =

∫
SL2(Z)\H

ykf(τ)Fα,β(τ, g)
dx dy

y2
,

have a Fourier expansion of the form

(3.5.13) Iα,β(g) = Iα,β
(
ι(κ, Z)

)
=

∑
λ∈LLor

c(λ, κ, Y ) · e
(
(λ,X)

)
,

where Z = X + iY .
The Fourier coefficient of Iα,β associated to λ ∈ LLor, such that q(λ) > 0, is

(3.5.14)

c(λ, κ, Y ) =

√
2√
u2
z⊥

2∑
h+=0

(2i)−h
+

∑
t ≥ 1, t|λ

th
+
cq(λ)/t2(f)

∫ +∞

0
yk−h

+−3/2×

× exp
(
−

2πyλ2
w⊥

t2
− πt2

2yu2
z⊥

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ/t)

)
dy,

where we say that an integer t ≥ 1 divides λ ∈ LLor, in short t|λ, if and only if λ/t is still
a lattice vector in LLor.

The Fourier coefficient of Iα,β associated to λ = 0, i.e. the constant term of the Fourier
series, is

(3.5.15) c(0, κ, Y ) =

∫
SL2(Z)\H

yk+1/2f(τ)√
2u2

z⊥

·ΘLLor
(τ, g#,P(α,β),g#,0,0)

dx dy

y2
.

In all remaining cases, the Fourier coefficients are trivial.

Implicit in (3.5.14) and (3.5.15) is that the right-hand sides do not depend on X. This
is shown in the proof of Theorem 3.5.4 using the following result. We suggest the reader to
recall the construction of the polynomials Pg#,h+,h− from Definition 3.3.6.

Lemma 3.5.5. Let P be a homogeneous polynomial of degree (m+,m−) on Rb,2. We
identify K ×Hb with G via a diffeomorphism ι as Lemma 3.4.2. The value of the function

Pg#,h+,h−
(
g0 ◦ g#(λ)

)
with respect to the variable g = ι(κ, Z) ∈ G does not depend on the real part X of Z, for
any λ ∈ LLor ⊗ R and any h+, h−.

Proof of Lemma 3.5.5. As usual, we denote by xj = (v, ej) the coordinate of any
vector v ∈ L⊗R with respect to the standard basis vector ej , and by g0 : L⊗R→ Rb,2 the
isometry defined as g0(v) = (x1, . . . , xb+2). If Z ∈ Hb, we denote by z its corresponding
point on the Grassmannian Gr(L).

By Lemma 3.4.2, the isometry ι(1, Z) preserves the isotropic line Ru, for every Z ∈ Hb.
This means that there exists a function c : Hb → R \ {0} such that ι(1, Z)(u) = c(Z) · u.
Since ι is a diffeomorphism, the function c is smooth. Moreover, since ι(1, Z0) is the identity
by construction, and hence c(Z0) = 1 where Z0 is the point of the tube domain identified
with the base point z0 ∈ Gr(L), then c(Z) > 0 for every Z ∈ Hb. The vector uz/|uz| has
norm 1. This implies that also

ι(1, Z)
( uz
|uz|

)
=
c(Z)

|uz|
· uz0

is a norm 1 vector, from which we deduce that c(Z) = |uz|/|uz0 | = |uz⊥ |/|uz⊥0 |.
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For every g ∈ G, we rewrite g−1(ej) with respect to the decomposition

L⊗ R = Ruz⊥ ⊕ Ruz ⊕ w⊥ ⊕ w
as

(3.5.16) g−1(ej) = Aj(g) · uz⊥ +Bj(g) · uz + g−1(ej)w⊥⊕w,

where Aj , Bj : G→ R are the auxiliary functions defined as

Aj(g) =

(
g−1(ej), uz⊥

)
u2
z⊥

and Bj(g) =

(
g−1(ej), uz

)
u2
z

,

and where g−1(ej)w⊥⊕w is the orthogonal projection of g−1(ej) on w⊥ ⊕ w. Suppose
that g = ι(κ, Z), for some κ ∈ K and Z ∈ Hb. We may compute

(3.5.17) Aj
(
ι(κ, Z)

)
=

(
ej ,
(
κ · ι(1, Z)(u)

)
z⊥0

)
u2
z⊥

=

(
ej , c(Z) ·

(
κ(u)

)
z⊥0

)
u2
z⊥

=

(
ej , κ(uz⊥0

)
)

|uz⊥ | · |uz⊥0 |
.

Since |uz⊥ | = 1/|Y | by Lemma 3.4.1, we deduce that the value of the function Aj does not
depend on X. The same procedure, with z in place of z⊥, shows that also the value of Bj
does not depend on X.

The polynomial P
(
g0(v)

)
has xj = (v, ej) as variables, hence P

(
g0◦g(v)

)
is a polynomial

of variables
(
v, g−1(ej)

)
, for every g ∈ G. To construct the polynomials Pg#,h+,h− , we need

to split g−1(ej) as in (3.5.16), replace these in the variables of P
(
g0◦g(v)

)
, and gather all fac-

tors of the form (v, uz⊥) and (v, uz). In this way, we may deduce that Pg#,h+,h−
(
g0 ◦ g#(v)

)
is a function of Aj(g), Bj(g) and

(
v, g−1(ej)w⊥⊕w

)
, where j runs from 1 to b+ 2.

We want to prove that Pg#,h+,h−
(
g0 ◦ g#(λ)

)
does not depend on the real part X, for

every λ ∈ LLor ⊗ R, where we identify g = ι(κ, Z). We already proved that Aj and Bj does
not depend on X. Since
(3.5.18)(

λ, g−1(ej)w⊥⊕w

)
=
(
λw⊥⊕w, g

−1(ej)
)

=
(
g(λw⊥⊕w), ej

)
=
(
κ · ι(1, Z)#(λ), ej

)
,

the right-hand side of (3.5.18) does not depend on X by Lemma 3.4.2. This concludes the
proof. �

Proof of Theorem 3.5.4. We consider the unfolding (3.5.8) of Iα,β . The first sum-
mand of the right-hand side of (3.5.8) is part of the constant term of the Fourier expansion
of Iα,β, since it does not depend on X. In fact, by Lemma 3.4.1, we may rewrite it with
respect to the identification of G with K ×Hb as

(3.5.19)

∫
SL2(Z)\H

yk+1/2f(τ)√
2u2

z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0)

dx dy

y2
=

=

∫
SL2(Z)\H

yk+1/2f(τ)|Y |√
2

∑
λ∈LLor

exp(−∆/8πy)
(
P(α,β),g#,0,0

)(
g0 ◦ g#(λ)

)
×

×e
(
− xq(λ)

)
· exp

(
− πyλ2 + 2πy(λ, Y )2/Y 2

)dx dy
y2

.

Lemma 3.5.5 implies that such value does not depend on X.
As we are going to show soon, all other non-zero Fourier coefficients arising from the

remaining summand
∫

Γ∞\H hα,β(τ, g)dx dy
y2 of (3.5.8) correspond to some λ ∈ LLor of positive

norm, so that e(r(λ,X)) is not a constant function. This implies that (3.5.19) is exactly
the constant term of the Fourier expansion of Iα,β .

96



We now begin the computation of the Fourier expansion of the second summand
appearing on the right-hand side of (3.5.8). First of all, we compute the series expansion
with respect to τ = x + iy ∈ H of f(τ) · ΘLLor

(τ, rµ, 0, g#,P(α,β),g#,h+,0). To do so, we
replace f and ΘLLor

with respectively (3.5.10) and (3.5.11), deducing that such product is(∑
n>0

cn(f) exp(−2πny)e(nx)
)
·
( ∑
λ∈LLor

exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
×

× exp
(
− πy(λ, λ)w

)
· e
(
− xq(λ)

)
· e
(
r(λ, µ)

))
=

=
∑
m∈Z

( ∑
n>0,λ∈LLor
n−q(λ)=m

cn(f) · exp(−2πny) · exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
×

× exp
(
− πy(λ, λ)w

)
· e
(
r(λ, µ)

))
· e(mx).

We insert the previous formula in the defining formula of hα,β provided by Proposi-
tion 3.5.1, deducing that

(3.5.20)

2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
=

√
2√
u2
z⊥

2∑
h+=0

(2i)−h
+
∑
r≥1

rh
+
∑
m∈Z

∑
n>0,λ∈LLor
n−q(λ)=m

cn(f)×

×e
(
r(λ, µ)

) ∫ +∞

0
yk−h

+−3/2 exp
(
− 2πny − πy(λ, λ)w −

πr2

2yu2
z⊥

)
×

× exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
dy

∫ 1

0
e(mx)dx.

The last integral appearing on the right-hand side of (3.5.20) may be computed as∫ 1

0
e(mx)dx =

{
1 if m = 0,
0 otherwise.

We simplify (3.5.20) choosing only the terms with m = 0, obtaining that
(3.5.21)

2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
=

∑
λ∈LLor

√
2 · cq(λ)(f)√

u2
z⊥

2∑
h+=0

(2i)−h
+
∑
r≥1

rh
+

∫ +∞

0
yk−h

+−3/2×

× exp
(
− 2πyλ2

w⊥ −
πr2

2yu2
z⊥

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
dy · e

(
r(λ, µ)

)
.

Using that e
(
(λ, µ)

)
= e
(
(λ,X)

)
by Lemma 3.4.1, we rewrite (3.5.21) in the same shape

of (3.5.13), i.e. we gather the terms multiplying e
(
(λ, µ)

)
, for every λ. This can be done

simply replacing the sum
∑

r≥1 with
∑

t≥1, t|λ, and the lattice vector λ with λ/t. In this
way, we obtain that
(3.5.22)

2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
=

∑
λ∈LLor

√
2√
u2
z⊥

2∑
h+=0

(2i)−h
+

∑
t ≥ 1, t|λ

th
+
cq(λ/t)(f)

∫ +∞

0
yk−h

+−3/2×

× exp
(
−

2πyλ2
w⊥

t2
− πt2

2yu2
z⊥

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ/t)

)
dy · e

(
(λ, µ)

)
.
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This is the Fourier expansion of 2
∫

Γ∞\H hα,β(τ, g)dx dy
y2 . In fact, if we identify G with K×Hb

via ι, and write g = ι(κ, Z), then we may deduce via Lemma 3.4.1 that (3.5.22) can be
rewritten as

2

∫
Γ∞\H

hα,β(τ, g)
dx dy

y2
=

(3.5.23)

×
√

2 · |Y |
∑

λ∈LLor

∑
t ≥ 1, t|λ

cq(λ/t)(f)
2∑

h+=0

(2i)−h
+
th

+

∫ +∞

0
yk−h

+−3/2 exp
(
− 2πyλ2

t2

)
×

× exp
(2πy(λ, Y )2

t2Y 2
+
πt2Y 2

2y

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ/t)

)
dy · e

(
(λ,X)

)
,

and that the coefficient associated to λ in (3.5.23) does not depend onX by Lemma 3.5.5. �

3.6. The injectivity of the Kudla–Millson theta lift of genus 1

This section is devoted to the proof of the injectivity of the Kudla–Millson theta lift ΛKM
1

of genus 1, associated to unimodular lattices of signature (b, 2). Although such result has
already been proved in [Bru02] and [BF10], the procedure here proposed differs from the
previous ones, and has the advantage of paving the ground for a strategy that could work
for the case of genus higher than 1. The case of non-unimodular lattices is carried out in
Section 3.7.

Theorem 3.6.1. Let L be a unimodular lattice of signature (b, 2), with b > 2. The
Kudla–Millson theta lift ΛKM

1 associated to L is injective.

To prove such theorem, we need the following technical results.

Lemma 3.6.2. Let λ ∈ LLor ⊗ R be such that q(λ) > 0. There exist two different
indexes α, β ∈ {1, . . . , b− 1}, and g ∈ G, such that

P(α,β),g#,1,0

(
g0 ◦ g#(λ)

)
> 0.

Proof of Lemma 3.6.2. We recall from Section 3.3.2 that we may use the standard
basis vectors of L⊗ R to construct a basis of the subspace LLor ⊗ R as e1, . . . , eb−1, eb+1.
The lattice vector λ may be rewritten with respect to such basis as

λ =

b−1∑
j=1

λjej + λb+1eb+1,

for some real coefficients λj , λb+1. Since

2q(λ) = (λ, λ) =

b−1∑
j=1

λ2
j − λ2

b+1,

and since q(λ) > 0 by assumption, there exists an index β ∈ {1, . . . , b − 1} such that
the β-th coordinate λβ of λ is positive.

Let α ∈ {1, . . . , b− 1} be such that α 6= β. For every vector v =
∑b+2

j=1 xjej ∈ L⊗ R,
the polynomial P(α,β) is such that

(3.6.1) P(α,β)

(
g0(v)

)
= 2xαxβ

by construction; see (3.2.11).
We define g ∈ G to be the isometry interchanging eα with eb, and eb+1 with eb+2, fixing

the remaining standard basis vectors. We remark that g is an element of the stabilizer K of
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the base point z0 ∈ Gr(L). For this choice of g, we deduce that P(α,β)(g0 ◦ g(v)) = 2xbxβ,
since

g(v) =
b+2∑
j=1

xjg(ej) = x1e1 + · · ·+ xbeα + · · ·+ xαeb + · · ·+ xb+2eb+1 + xb+1eb+2.

We write P(α,β) as in Remark 3.3.8, for some homogeneous polynomials P(α,β),g#,h+,0

of degree respectively (2− h+, 0) on the vector spaces g0 ◦ g#(L⊗ R) ∼= Rb−1,1. Since we
may rewrite u with respect to the standard basis of L⊗ R as

u =
eb + eb+2√

2
,

and since the base point z0 of Gr(L), stabilized by g, is defined as the negative definite
plane in L⊗R generated by eb+1 and eb+2, we deduce that uz⊥0 = eb/

√
2. This implies that

(v, uz⊥0
) =

b+2∑
j=1

xj(ej , eb)/
√

2 = xb/
√

2,

hence, we deduce that

(3.6.2) P(α,β)

(
g0 ◦ g(v)

)
= (v, uz⊥0

) · 2
√

2xβ.

If we compare (3.6.2) with the formula provided by Remark 3.3.8, or directly using
Lemma 3.3.9, we see that for this special choice of g we have

P(α,β),g#,h+,0

(
g0 ◦ g#(v)

)
=

{
2
√

2xβ, if h+ = 1,
0, otherwise.

Since we chose β such that the β-th coordinate of λ is positive, we than conclude
that P(α,β),g#,1,0

(
g0 ◦ g#(λ)

)
> 0. �

We are now ready to prove the main result of this section.

Proof of Theorem 3.6.1. Let f ∈ Sk1 be such that ΛKM
1 (f) = 0. We want to prove

that this implies f = 0. Recall that we may compute ΛKM
1 (f) as

(3.6.3) ΛKM
1 (f) =

b∑
α,β=1

(∫
SL2(Z)\H

ykf(τ)Fα,β(τ, g)
dx dy

y2

)
⊗ g∗

(
ωα,b+1 ∧ ωβ,b+2

)
,

for every z ∈ Gr(L), and every g ∈ G such that g maps z to z0; see (3.5.1). Since the
elements ωα,b+1 ∧ ωβ,b+2, where α, β = 1, . . . , b, are linearly independent in

∧2(p)∗, we
deduce from (3.6.3) that ΛKM

1 (f) = 0 if and only if all defining integrals of the Kudla–Millson
lift are zero, that is

(3.6.4)
∫

SL2(Z)\H
ykf(τ)Fα,β(τ, g)

dx dy

y2
= 0, for every α, β and for every g ∈ G.

As a complex valued function on G, the defining integral (3.6.4) of the Kudla–Millson
lift admits a Fourier expansion in the sense of Section 3.4. By Theorem 3.5.4, the Fourier
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expansion of such defining integral is
(3.6.5)∫

SL2(Z)\H
ykf(τ)Fα,β(τ, g)

dx dy

y2
=

=

∫
SL2(Z)\H

yk+1/2f(τ)√
2u2

z⊥

ΘLLor
(τ, g#,P(α,β),g#,0,0)

dx dy

y2
+
∑

λ∈LLor

√
2√
u2
z⊥

2∑
h+=0

(2i)−h
+×

×
∑

t≥1, t|λ

th
+ · cq(λ)/t2(f)

∫ +∞

0
yk−h

+−3/2 exp
(
−

2πyλ2
w⊥

t2
− πt2

2yu2
z⊥

)
×

× exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ/t)

)
dy · e

(
(λ, µ)

)
.

The first summand of the right-hand side of (3.6.5) is the constant term of the Fourier
expansion. We deduce from (3.6.4) that the Fourier coefficients of the Fourier expan-
sion (3.6.5) are all zero. We want to use this to show that cn(f) = 0 for every positive
integer n, that is, the cusp form f is zero.

We work by induction on the divisibility of all λ ∈ LLor such that q(λ) > 0. Suppose
that such λ is primitive, that is, the only integer t ≥ 1 dividing λ is t = 1. Then the fact
that the Fourier coefficient of (3.6.5) associated to λ equals zero is equivalent to

(3.6.6)

√
2cq(λ)(f)√
u2
z⊥

2∑
h+=0

(2i)−h
+

∫ +∞

0
yk−h

+−3/2 · exp
(
− 2πyλ2

w⊥ −
π

2yu2
z⊥

)
×

× exp(−∆/8πy)
(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
dy = 0.

Note that the integral appearing in (3.6.6) is a real number.
We are going to prove that there exist two different indexes α, β ∈ {1, . . . , b− 1} and an

isometry g ∈ G, such that the sum over h+ appearing in (3.6.6) is non-zero. This implies
that cq(λ)(f) = 0, concluding the first step of the induction.

By Lemma 3.6.2, there exist two different indexes α, β, and an isometry g, such
that P(α,β),g#,1,0

(
g0 ◦ g#(λ)

)
6= 0. This implies that, for such choice of α, β and g, the sum

over h+ appearing in (3.6.6) is a non-zero complex number. In fact, its imaginary part is

(3.6.7) −1

2
P(α,β),g#,1,0

(
g0 ◦ g#(λ)

)
·
∫ +∞

0
yk−5/2 · exp

(
− 2πyλ2

w⊥ −
π

2yu2
z⊥

)
dy,

and the integral appearing in (3.6.7) is a positive real number. We remark that in (3.6.7)
we do not display the operator exp(−∆/8πy) acting on P(α,β),g#,1,0, since the latter is a
polynomial of degree one, hence harmonic.

We now use induction. Suppose that cq(λ′)(f) = 0 for every λ′ ∈ LLor divisible by
at most s positive integers. Let λ ∈ LLor be such that it is divisible by s + 1 inte-
gers 1 < d1 < · · · < ds. Since cq(λ/dj)(f) = 0 for every j = 1, . . . , s by inductive hypothesis,
we may simplify the formula of the Fourier coefficient associated to λ of the Fourier ex-
pansion (3.6.5) again to (3.6.6), where this time λ is non-primitive. Since the primitivity
of λ does not play any role in Lemma 3.6.2, we may deduce cq(λ)(f) = 0 with the same
procedure used for the case of λ primitive.

To conclude the proof, it is enough to show that for every positive integer n, there
exists λ ∈ LLor such that n = q(λ), and hence cn(f) = 0 by the previous inductive argument.
Equivalently, we want to prove that the quadratic form of the lattice LLor represents every
positive integer. This is ensured from the unimodularity of LLor, since then LLor splits
off (orthogonally) an hyperbolic plane. In fact, it is well-known that the quadratic form of
an hyperbolic plane represents all positive integers. �
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3.7. The case of non-unimodular lattices

In this section we describe what one needs to change in the previous sections to deal with
non-unimodular lattices. We will provide also a sketch of the injectivity of the Kudla–Millson
lift ΛKM

1 in the case of lattices that split off (orthogonally) two orthogonal hyperbolic planes.

Throughout this section we denote by L a (not necessarily unimodular) even lattice
of signature (b, 2), where b > 2, and we set k = 1 + b/2 ∈ 1

2Z. The discriminant group
associated to L is the quotient L′/L, where L′ is the dual of L. The quadratic form q of L
induces a Q/Z-valued quadratic form on L′/L, which we still denote by q, by modulo 1
reduction.

We denote by (eh)h∈L′/L the standard basis of the group algebra C[L′/L], and by 〈·,·〉
the standard scalar product of C[L′/L], defined as〈 ∑

h∈L′/L

λheh,
∑

h∈L′/L

µheh

〉
:=

∑
h∈L′/L

λhµh.

Let ρL be the Weil representation of the metaplectic group Mp2(Z) on C[L′/L];
see [Bru02, Section 1.1] for details. A (genus 1) modular form of weight k with respect to ρL
and Mp2(Z) is a function f : H→ C[L′/L] which is holomorphic on H and at the cusp ∞,
and satisfies the modularity law

f(γ · τ) = φ(τ)2k · ρL(γ, φ) · f(τ),

for every (γ, φ) ∈ Mp2(Z) and every τ ∈ H. Such modular forms admit a Fourier expansion,
which we write as

f(τ) =
∑

h∈L′/L

∑
n∈Z+q(h)

n≥0

cn(fh)e(nτ)eh =
∑

h∈L′/L

∑
n∈Z+q(h)

n≥0

cn(fh) exp(−2πny)e(nx)eh,

where cn(fh) is the n-th Fourier coefficient of fh, or equivalently the n-th Fourier coefficient
of index h of f . If all c0(fh) vanish, then f is called a cusp form. We denote by Mk

1,L,
resp. Sk1,L, the space of modular forms, resp. cusp forms, of weight k with respect to ρL
and Mp2(Z).

In this setting, we may rewrite the Kudla–Millson theta form explicitly as
(3.7.1)

Θ(τ, z, ϕKM) = y−k/2
∑

h∈L′/L

∑
λ∈L+h

(
ω∞(gτ )ϕKM

)
(λ, z)eh =

=

b∑
α,β=1

y−k/2
∑

h∈L′/L

∑
λ∈L+h

(
ω∞(gτ )(Q(α,β)ϕ0)

)(
g0 ◦ g(λ)

)
eh︸ ︷︷ ︸

=:Fα,β(τ,g)

⊗g∗(ωα,b+1 ∧ ωβ,b+2),

where g ∈ G is an isometry mapping z ∈ Gr(L) to the base point z0, and Q(α,β) is the
polynomial on Rb,2 defined in (3.2.11). The auxiliary function Fα,β highlighted in (3.7.1)
can be rewritten in terms of the vector-valued Siegel theta function ΘL =

∑
h∈L′/L θL+heh

as

Fα,β(τ, g) = y ·
∑

h∈L′/L

∑
λ∈L+h

exp(−∆/8πy)(P(α,β))
(
g0 ◦ g(λ)

)
· e
(
τq(λz⊥) + τ̄ q(λz)

)
eh =

= y ·ΘL(τ, g,P(α,β)).

We suggest the reader to recall such vector valued theta function, together with their
modular transformation properties, from [Bor98, Section 4].
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Using the notation above, the Kudla–Millson lift ΛKM
1 : Sk1,L → Z2(XΓ) is defined as

(3.7.2) f 7−→ ΛKM
1 (f) =

∫
SL2(Z)\H

〈f(τ),Θ(τ, z, ϕKM)〉yk dx dy
y2

,

where dx dy
y2 is the standard SL2(Z)-invariant volume element of H. Such lift may be

rewritten via (3.7.1) as

(3.7.3) ΛKM
1 (f) =

b∑
α,β=1

(∫
SL2(Z)\H

〈f(τ), Fα,β(τ, g)〉yk dx dy
y2

)
⊗ g∗

(
ωα,b+1 ∧ ωβ,b+2

)
.

We refer to the integrals appearing on the right-hand side of (3.7.3) as the defining
integrals of the lift ΛKM

1 (f). We want to compute them via the unfolding trick. To do this,
we need to introduce another piece of notation, following the wording of [Bru02, pp. 41-42].
Recall that we do not assume that L splits off any hyperbolic plane, for now.

Let u be a primitive norm 0 vector of L, and let u′ ∈ L′ be such that (u, u′) = 1.
Define LLor = (L∩u⊥)/Zu, and write N for the smallest positive value of the inner product
of u with something in L, so that |L′/L| = N2|L′Lor/LLor|. Let L′0 be the sublattice of L′
defined as

L′0 = {λ ∈ L′ : (λ, u) ≡ 0 mod N}.
We consider the projection p : L′0 → L′Lor constructed in [Bru02, (2.7)]. This map is
such that p(L) = LLor, and induces a surjective map L′0/L → L′Lor/LLor which we also
denote by p. We recall that L′0/L = {λ ∈ L′/L : (λ, u) ≡ 0 mod N}. With this notation,
by [Bor98, Theorem 5.2] we may rewrite the integrand of the integral appearing on the
right-hand side of (3.7.3) as

〈f(τ), Fα,β(τ, g)〉yk =
yk+1/2√

2u2
z⊥

〈
fLLor

(τ ; 0, 0),ΘLLor
(τ, g#,P(α,β),g#,0,0)

〉
+

+
yk+1/2√

2u2
z⊥

∑
c,d∈Z

gcd(c,d)=1

∑
r≥1

∑
h+=0

(2iy)−h
+
rh

+
(cτ + d)h

+
e
(
− r2|cτ + d|2

4iyu2
z⊥

)
×

×
〈
fLLor

(τ ;−rd, rc),ΘLLor
(τ, rdµ,−rcµ, g#,P(α,β),g#,h+,0)

〉
,

where fLLor
(τ ; r, t) is the function arising from f ∈ Sk1,L constructed as in [Bru02, (2.12)].

To apply the unfolding trick, we need to rewrite

〈f(τ), Fα,β(τ, g)〉yk =
yk+1/2√

2u2
z⊥

〈fLLor
(τ, 0, 0),ΘLLor

(τ, g#,P(α,β),g#,0,0)〉+

+
∑

γ=( ∗ ∗c d )∈Γ∞\ SL2(Z)

hα,β(γ · τ, g),

for some Γ∞-invariant function hα,β . We may choose such function as

hα,β(τ, g) =
yk+1/2√

2u2
z⊥

∑
r≥1

2∑
h+=0

(2iy)−h
+
rh

+
exp

(
− πr2

2yu2
z⊥

)
×

×
〈
fLLor

(τ ;−r, 0),ΘLLor
(τ, rµ, 0, g#,P(α,β),g#,h+,0)

〉
,

as one can show following the same idea of the proof of Proposition 3.5.1, together
with [Bru02, Theorem 2.6]. Proceeding with the unfolding as in (3.5.8), one deduces that
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the Fourier coefficient of
∫

SL2(Z)\H〈f(τ), Fα,β(τ, g)〉yk dx dy
y2 associated to λ ∈ LLor + hLor,

for some hLor ∈ L′Lor/LLor and such that q(λ) > 0, is
(3.7.4)√

2√
u2
z⊥

2∑
h+=0

(2i)−h
+
∑
t∈Z>0

t|λ

th
+

∑
h∈L′0/L

p(h)=hLor/t

e
(
t(h, u′)

)
· cq(λ)/t2(fh)

∫ +∞

0
yk−h

+−3/2×

× exp
(
−

2πyλ2
w⊥

t2
− πt2

2yu2
z⊥

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ/t)

)
dy,

where we say that a positive integer t divides λ ∈ LLor + hLor, in short t|λ, if and only
if λ/t is a lattice vector of LLor + h′, for some h′ ∈ L′Lor/LLor.

Theorem 3.7.1. Let L be an even lattice of signature (b, 2), with b > 2, that splits off two
orthogonal hyperbolic planes. The Kudla–Millson theta lift ΛKM

1 associated to L is injective.

Since a large part of the proof of Theorem 3.7.1 is essentially the same as the one of
Theorem 3.6.1, we provide only a sketch of it.

Sketch of the proof. Let f ∈ Sk1,L be such that ΛKM
1 (f) = 0. This is equivalent to

(3.7.5)
∫

SL2(Z)\H
yk〈f(τ), Fα,β(τ, g)〉dx dy

y2
= 0, for every α, β and for every g ∈ G.

We want to show that this implies f = 0.
The Fourier coefficient of the left-hand side of (3.7.5) associated to λ ∈ LLor + hLor,

for some hLor ∈ L′Lor/LLor and such that q(λ) > 0, is (3.7.4). We work by induction
on the divisibility of all such λ. Suppose that λ is primitive. The fact that the Fourier
coefficient (3.7.4) associated to λ equals zero is equivalent to

(3.7.6)

√
2√
u2
z⊥

( ∑
h∈L′0/L
p(h)=hLor

e
(
(h, u′)

)
· cq(λ)(fh)

) 2∑
h+=0

(2i)−h
+

∫ +∞

0
yk−h

+−3/2×

× exp
(
− 2πyλ2

w⊥ −
π

2yu2
z⊥

)
· exp(−∆/8πy)

(
P(α,β),g#,h+,0

)(
g0 ◦ g#(λ)

)
dy = 0.

Since L splits off a hyperbolic plane, we may choose u and u′ to be the standard
generators of such hyperbolic plane, i.e. L = LLor ⊕ U and N = 1. It is easy to see
that L′/L ∼= L′0/L

∼= L′Lor/LLor, that the map p is an isomorphism, and is actually the
standard orthogonal projection L′/L → L′Lor/LLor, h + L → hLLor

+ LLor. In particular,
for every hLor ∈ L′Lor/LLor, the only h ∈ L′0/L such that p(h) = hLor is h = hLor + L.

Since LLor is orthogonal to u′, an analogous argument on (3.7.6) as in the unimodular
case shows that cq(λ)(fhLor+L) = 0 for every primitive λ ∈ LLor +hLor. This can be extended
to every (not necessarily primitive) λ by an easy inductive argument. We then deduce that

(3.7.7) cq(λ)(fhLor+L) = 0, for every λ ∈ LLor + hLor.

To conclude the proof, we show that (3.7.7) implies that

(3.7.8) cq(λ)(fh) = 0, for every λ ∈ L+ h.

Note that (3.7.8) implies that cn(fh) = 0 for every positive n ∈ Z + q(h), since L splits off
a hyperbolic plane.

The lattice L splits off two orthogonal hyperbolic planes, say L = D ⊕ U ⊕ U for some
sublattice D of LLor of signature (b− 2, 0). We proceed with the same idea of the last part
of the proof of [Bru02, Theorem 5.12]. Let Õ(L) be the discriminant kernel of O(L), that
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is, the kernel of the natural homomorphism O(L)→ Aut(L′/L). To prove (3.7.8), we show
that for every λ ∈ L + h, there exists an isometry σ ∈ Γ(L) := O+(L ⊗ R) ∩ Õ(L) such
that σ(λ) ∈ L′Lor. This implies that

cq(λ)(fh) = cq(σ(λ))(fσ(h)),

hence we may deduce (3.7.8) from (3.7.7).
It is well-known that there is an isomorphism between U ⊕ U and the lattice Mat2(Z) of

integral 2×2 matrices, such that the quadratic form of U⊕U corresponds to the determinant
on Mat2(Z). The action of SL2(Z) on Mat2(Z) by multiplication on the right-hand and
left-hand sides gives rise to a homomorphism

SL2(Z)× SL2(Z) −→ O+(U ⊕ U).

The existence of σ follows by the theorem of elementary divisors for SL2(Z). �

3.8. Further generalizations

In this section we explain how to use the same pattern of this chapter to investigate
further properties that may be deduced unfolding the defining integrals of the Kudla–Millson
lift.

Theorem 3.5.4 provides the Fourier expansion of the defining integrals of the Kudla–
Millson lift. As shown by Lemma 3.3.1, the Kudla–Millson lift produces Γ-invariant 2-forms
on D, for every subgroup Γ of finite index in O+(L), hence they admit a Fourier expansion
as well. It would be interesting to compute such expansion in terms of the one given
by Theorem 3.5.4, deducing a result analogous to [Bru02, Theorem 5.9]. This may be
achieved computing explicitly the terms of the form g∗(ωα,b+1∧ωβ,b+2) appearing in (3.5.1),
choosing g such that it correspond to a point Z = X + iY ∈ Hb via an identification ι
as in Section 3.4.2, and rewriting ωα,b+1 and ωβ,b+2 in terms of ∂/∂Xj and ∂/∂Yj via the
isomorphism

∧2(p∗) ∼=
∧2T ∗ZHb.

The works of Kudla and Millson are carried out in much greater generality with respect
to the case considered in this thesis.

In fact, they covered also the case of indefinite quadratic spaces of signature (p, q), where
neither p nor q equals 2. Although the associated symmetric domain D is not Hermitian any
more, it is possible to construct a Schwartz function ϕp,qKM, analogous to the one appearing
in Section 3.2, with values in the space Zq(D) of closed q-forms on D. It seems reasonable
to find polynomials defined on Rp,q that may replace Q(α,β) in an explicit formula of ϕp,qKM
similar to (3.2.10). It might be interesting to rewrite the Kudla–Millson lift under these
hypothesis, and check whether Borcherds’ formalism can be still applied to unfold the lift
and prove its injectivity. This would generalize [BF10, Corollary 1.2], which is stated only
for unimodular lattices.

As already announced, the strategy here illustrated may be applied also to unfold the
defining integrals of the Kudla–Millson lift in higher genus. This goes beyond the purpose
of this chapter, and is postponed to Chapter 4.
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CHAPTER 4

Unfolding of the Kudla–Millson lift of genus 2

Abstract

We unfold the defining integrals of the Kudla–Millson lift of genus 2, under the condition
that the latter is associated to some even unimodular lattice of signature (b, 2), where b > 2.
This is achieved by applying the strategy of Chapter 3, but in genus 2. We explain why
this unfolding is not enough to prove the injectivity of the lift, showing why an additional
unfolding of integrals over ΓJ\H× C seems necessary.

4.1. Introduction

We consider the Kudla–Millson lift of genus 2 as a linear map from a space of Siegel
cusp forms of genus 2 to the space of closed 4-forms on some orthogonal Shimura variety.
This chapter begins the study of the injectivity of the Kudla–Millson lift of genus 2, and is
motivated by the study of the cone of codimension 2 special cycles. The idea is to follow the
unfolding strategy explained in Chapter 3, therein used only to study the Kudla–Millson
lift of elliptic cusp forms. We apply it to the defining integrals appearing in the genus 2
case. To do so, we first provide a generalization of Borcherds’ formalism [Bor98, Sections 4
and 5] to Siegel theta functions of genus 2.

There are various instances in the literature where the Kudla–Millson lifts are used to
deduce geometric properties of Shimura varieties by means of modular forms, e.g. [Bru02],
[BF10] and [BM19]. As illustrated in Chapter 1, it is possible to deduce properties of the
cone of codimension 2 special cycles on such varieties in terms of the modular cone, where
the latter is generated by coefficient extraction functionals on spaces of Siegel modular
forms of genus 2. Such relationship is provided by the linear map ψΓ introduced in
Proposition 1.4.8, which maps the modular cone to the cone of special cycles. As remarked
in Section 1.4.2, some of the properties of the cone of special cycles may not be inherited
from the modular cone if ψΓ is non-injective. For instance, although the modular cone is
pointed by Theorem 1.4.9, the same property might be lost when passing to the cone of
special cycles, since a priori ψΓ could contract a ray of the modular cone. It is then of
interest to understand whether ψΓ is injective.

The map analogous to ψΓ but in genus 1, namely [BM19, (16)], is known to be injective
in many cases. This follows from the injectivity of the Kudla–Millson lift of genus 1, as
explained in [Bru02]. It is then expected that the injectivity of the lift of genus 2 implies
the injectivity of the map ψΓ. This serves as motivation of the present chapter.

We now explain the results of this work in more detail. Note that we present the topics
with the same order of Chapter 3, hoping this may help the reader to quickly find the
analogies and differences between the cases of genus 1 and 2.

Let L be a unimodular lattice of signature (b, 2), where b > 2. We define k = 1 + b/2,
which is an even integer, as one can easily deduce from the well-known classification of
unimodular lattices, and V = L⊗R. The Hermitian symmetric domain D associated to the
linear algebraic group G = SO(V ) may be realized as the Grassmannian Gr(L) of negative
definite planes in V . Let XΓ = Γ\D be the orthogonal Shimura variety arising from a
subgroup Γ of finite index in O+(L) := O+(V ) ∩O(L).
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Kudla and Millson [KM86] [KM87] [KM90] constructed a G-invariant Schwartz func-
tion ϕKM,2 on V 2 with values in the space Z4(D) of closed 4-forms on D. An explicit
formula of such Schwartz function is provided in Section 3.2. Let ω∞,2 be the Schrödinger
model of the Weil representation of Sp4(R), acting on the space S(V 2) of Schwartz functions
on V 2, associated to the standard additive character; see Definition 4.2.1 for details.

Definition 4.1.1. The Kudla–Millson theta form of genus 2 is defined as

Θ(τ, z, ϕKM,2) = (det y)−k/2
∑
λ∈L2

(
ω∞,2(gτ )ϕKM,2

)
(λ, z),

for every τ = x+ iy ∈ H2 and z ∈ Gr(L), where gτ = ( 1 x
0 1 )

(
y1/2 0

0 (y1/2)−t

)
is the standard

element of Sp4(R) mapping i ∈ H2 to τ .

In the variable τ , this function transforms like a (non-holomorphic) Siegel modular form
of weight k = 1 + b/2 with respect to Sp4(Z). In the variable z, it defines a closed 4-form
on XΓ. Let Sk2 be the space of weight k Siegel cusp forms of genus 2 with respect to the
full modular group Sp4(Z).

Definition 4.1.2. The Kudla–Millson lift of genus 2 is the map ΛKM
2 : Sk2 → Z4(XΓ)

defined via theta integral as

(4.1.1) f 7−→ ΛKM
2 (f) =

∫
Sp4(Z)\H2

det ykf(τ)Θ(τ, z, ϕKM,2)
dx dy

det y3
.

where dx dy :=
∏
k≤` dxk,` dyk,` is the Euclidean volume element, and dx dy

det y3 is the stan-
dard Sp4(Z)-invariant volume element of H2.

In Section 4.3 we generalize the Siegel theta functions appearing in [Bor98, Section 4]
to the genus 2 case, following the analogous construction of the theta functions introduced
in [Roe21]. In Section 4.5 we rewrite Θ(τ, z, ϕKM,2) in terms of genus 2 Siegel theta
functions ΘL,2 arising from certain very homogeneous polynomials P(α,β,γ,δ) of degree (2, 0)

on the standard quadratic space (Rb,2)2, the latter property meaning that

P(α,β,γ,δ)(x ·N) = detN2 · P(α,β,γ,δ)(x),

for every N ∈ R2×2 and x ∈ (Rb,2)2 ∼= R(b+2)×2. We refer to Proposition 4.2.3 for details
on such polynomials. To simplify the notation, we will frequently replace (α, β, γ, δ) by a
vector of indexes α.

As explained in Section 4.6, it is possible to rewrite the lift ΛKM
2 (f) as

(4.1.2)
ΛKM

2 (f) =

b∑
α,γ=1
α<γ

b∑
β,δ=1
β<δ

(∫
Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3︸ ︷︷ ︸
=:Iα(g)

)
×

×g∗
(
ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2

)
,

where g ∈ G is any isometry mapping z to a fixed base point z0 of Gr(L), and Fα is an
auxiliary function which may be written in terms of a Siegel theta function of genus 2
attached to the polynomial Pα, whenever α 6= β and γ 6= δ. In fact, under such hypothesis,
we have

Fα(τ, g) = det y ·ΘL,2(τ, g,Pα).

The term g∗
(
ωα,b+1 ∧ · · · ∧ ωδ,b+2

)
appearing in (4.1.2) is a vector of

∧4 T ∗z (D). It de-
scends from the spreading of the Kudla–Millson Schwartz function to the whole D; see
Corollary 4.2.5.
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We refer to the integral functions Iα : G → C appearing in (4.1.2) as the defining
integrals of the genus 2 Kudla–Millson lift. The idea of this chapter is to generalize
Borcherds’ formalism [Bor98, Section 5], and apply it to unfold the defining integrals
of ΛKM

2 (f), rewriting them over the simpler unfolded domain C2,1 \H2, where C2,1 is the
Klingen parabolic subgroup of Sp4(Z). More precisely, we choose a splitting L = LLor ⊕ U ,
for some Lorentzian sublattice LLor and hyperbolic plane U , and unfold Iα under the
hypothesis that α 6= β and γ 6= δ as follows. We do not provide here the definitions of g#

and Pα,g#,h+
1 ,h

+
2
, and instead refer to Section 4.4, where the generalization of Borcherds’

formalism is carried out.

Theorem 4.1.3. Suppose that α 6= β and γ 6= δ. Let u, u′ be the standard generators of
the hyperbolic plane U . For every g ∈ G, we denote by z ∈ Gr(L) the plane mapping to the
base point z0 via g. The defining integrals Iα of the Kudla–Millson lift ΛKM

2 (f) may be
unfolded as

(4.1.3)

Iα(g) =

∫
Sp4(Z)\H2

det yk+1/2f(τ)

2u2
z⊥

·ΘLLor,2(τ, g#,Pα,g#,0,0)
dx dy

det y3
+

+2

∫
C2,1 \H2

det yk+1/2f(τ)

2u2
z⊥

∑
r≥1

exp
(
− πr2

2u2
z⊥

[y−1]2,2

) ∑
h+

1 ,h
+
2

( r
2i

)h+
1 +h+

2 ×

×[y−1]
h+

1
2,1 · [y

−1]
h+

2
2,2 ·ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

) dx dy
det y3

,

where µ = −u′ + uz⊥/2u
2
z⊥

+ uz/2u
2
z, and where we denote by [M ]m,n the (m,n)-th entry

of any matrix M .

The cases where either α = β or γ = δ are not treated in this work. We hope to come
back to such cases in the future.

Since the polynomials Pα are very homogeneous, the associated genus 2 Siegel theta
functions ΘL,2(τ, g,Pα) behave as (non-holomorphic) Siegel modular forms with respect
to the action of Sp4(Z) on H2. An unexpected fact is that many of the genus 2 theta
functions ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

)
appearing in (4.1.3) loose their modularity.

This is a consequence of the fact that the decomposition of Pα in higher genus, introduced
in Section 4.4, is such that the polynomials Pα,g#,h+

1 ,h
+
2
are not any more very homogeneous,

in general. Anyway, the unfolding process can be completed even with non-modular theta
functions.

If a complex valued function defined over G is invariant with respect to some Lorentzian
sublattice of L, then it admits a Fourier expansion; see Section 3.4 for details. In Section 4.6.3
we use the unfolding (4.1.3) to compute the Fourier expansion of the defining integrals
of ΛKM

2 (f). The Fourier coefficients are computed in Theorem 4.6.7. In particular, we will
show that the first summand of the right-hand side of (4.1.3) is actually the constant term
of the Fourier expansion of Iα.

We now illustrate why the unfolding (4.1.3) seems to be not enough to prove the
injectivity of ΛKM

2 . The lift ΛKM
2 (f) of a Siegel cusp form f is zero if and only if all

defining integrals Iα are zero, which in turn happens only if all Fourier coefficients of Iα are
trivial. In the elliptic case, it was easy to see that all such Fourier coefficients are zero only
when f = 0. This was deduced from an explicit decomposition of such coefficients in real
and imaginary parts. In genus 2, the Fourier coefficients of Iα are integrals over ΓJ\H×C,
where ΓJ is the full Jacobi group, and the integrands contain certain Fourier–Jacobi
coefficients of f . It is then non-trivial to prove that such integrals are zero only if f = 0.
It may be necessary to apply another unfolding, rewriting the integrals over ΓJ\H× C as
integrals over easier domains. Such problem is not tackled in this thesis.
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We conclude by remarking that in this chapter we do not treat the case of non-
unimodular lattices. In fact, if L is non-unimodular, then ΛKM

2 is a lift of Siegel cusp forms
that are vector-valued with respect to the Weil representation attached to L. We prefer to
postpone such more general approach to a future work.

4.2. The Kudla–Millson Schwartz function

Let V be a real vector space endowed with a symmetric bilinear form (·,·) of signa-
ture (b, 2), where b > 2. Its associated quadratic form is defined as q(·) = (·,·)/2. In
this section we provide an explicit formula of the Kudla–Millson Schwartz function ϕKM,2

attached to V 2, following the wording of [KM90, Section 5] and [FM06, Section 5.2].

Let (ej)j be an orthogonal basis of V such that (eα, eα) = 1 for every α = 1, . . . , b,
and (eµ, eµ) = −1 for µ = b + 1, b + 2. For every v = (v1, v2) ∈ V 2, we denote by xi,j
the coordinate of vj with respect to ei, where j = 1, 2 and i = 1, . . . , b+ 2. Note that we
consider the elements of V 2 as row vectors.

We denote by g0 : L ⊗ R → Rb,2 the standard isometry induced by the choice of the
basis (ej)j , and by G the isometry group SO(V ). By a slight abuse of notation, we denote
by g0 also the isometry applied componentwise on V 2 as g0 : (v1, v2) 7→ (g0(v1), g0(v2)). We
use the same notation also for the isometries g ∈ G acting on V 2. We consider the image
of v ∈ V 2 via g0 as a (b+ 2)× 2-matrix, writing it as

(4.2.1) g0(v) =

( x1,1 x1,2

...
...

xb+2,1 xb+2,2

)
∈ (Rb,2)2.

The Grassmannian associated to V is the set of negative definite planes in V , namely

Gr(V ) = {z ⊂ V : dim z = 2 and (·,·)|z < 0}.

The subspace z0 spanned by eb+1 and eb+2 is the base point of Gr(V ). The Hermitian
symmetric space D attached to V may be identified with Gr(V ); see [Bru+08, Part 2,
Section 2.4]. From now on, we write D and Gr(V ) interchangeably.

For every v = (v1, v2) ∈ V 2, we define the projection of v with respect to z ∈ Gr(V ) by

vz =
(
(v1)z, (v2)z

)
,

that is, the projection is considered componentwise. Moreover, we write

v2 = (v,v) =

(
v2

1 (v1, v2)
(v1, v2) v2

2

)
to denote the matrix of inner products of the entries of v, and analogously q(v) = 1

2v
2.

The standard majorant (·,·)z of V 2 with respect to z ∈ Gr(L) is defined as

(4.2.2) (v,v)z = (vz⊥ ,vz⊥)− (vz,vz), for every v ∈ V 2.

Let g be the Lie algebra of G, and let g = p + k be its Cartan decomposition. It is
well-known that p ∼= g/k is isomorphic to the tangent space of D at the base point z0. With
respect to the basis of V chosen above, we have

(4.2.3) p ∼=
{(

0 X
Xt 0

)
|X ∈ Matb,2(R)

} ∼= Matb,2(R).

We may assume that the chosen isomorphism is such that the complex structure on p is
given as the right-multiplication by J =

(
0 1
−1 0

)
∈ GL2(R) on Matb,2(R).

To simplify the notation, we put e(t) = exp(2πit), for every t ∈ C, and denote
by
√
t = t1/2 the principal branch of the square root, so that arg(

√
t) ∈ (−π/2, π/2].

If s ∈ C, we define ts = esLog(t), where Log(t) is the principal branch of the logarithm.
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If M is a matrix, we denote by M t its transpose, and whenever M is invertible, we denote
by M−t the inverse of M t.

We recall from e.g. [FM02, Section 4] or [FM06, Section 7] the Schrödinger model ω∞,2.

Definition 4.2.1. The Schrödinger model ω∞,2 provides an action of Sp4(R)×O(V ) on
the space S(V 2) of Schwartz functions on V as follows. The action of O(V ) is given by

ω∞,2(g)ϕ(v) = ϕ
(
g−1(v)

)
,

for every ϕ ∈ S(V 2) and g ∈ O(V ). The action of Sp4(R) is given by

(4.2.4)

ω∞,2
(
A 0
0 A−t

)
ϕ(v) = (detA)(b+2)/2ϕ(vA), for every A ∈ SL2(R),

ω∞,2
(

1 B
0 1

)
ϕ(v) = exp

(
πi tr(Bv2)

)
ϕ(v), for every B ∈ Sym2(R),

ω∞,2
(

0 1
−1 0

)
ϕ(v) = χϕ̂(v), for some root of unity χ,

where ϕ̂ is the Fourier transform of ϕ.

The standard Gaussian ϕ0,2 of (Rb,2)2 is defined as

ϕ0,2(x) = exp
(
− π

b+2∑
i=1

2∑
j=1

x2
i,j

)
, for every x = (x1, x2) ∈ (Rb,2)2,

where xj = (x1,j , . . . , xb+2,j)
t ∈ Rb,2. The standard Gaussian of V 2 is the composi-

tion ϕ0,2 ◦ g0, where g0 is as in (4.2.1). It is K invariant with respect to the action given
by the Schrödinger model, where K is the standard compact maximal of G stabilizing the
base point z0 ∈ Gr(V ).

The Kudla–Millson Schwartz function ϕKM,2 is a G-invariant element of S(V 2)⊗Z4(D),
where Z4(D) is the space of closed 4-forms on D. We refer to Remark 3.2.2 and Remark 3.2.4
for the meaning of G-invariance on such tensor product of spaces. Recall that[

S(V 2)⊗Z4(D)
]G ∼= [S(V 2)⊗

∧4
(p∗)

]K
,

where the isomorphism is given by evaluating at the base point z0 of D. We may then
define ϕKM,2 firstly as an element of [S(V 2)⊗

∧4(p∗)]K , and then spread it to the whole D
via the action of G.

Definition 4.2.2. We denote by Xα,µ, with 1 ≤ α ≤ b and b+ 1 ≤ µ ≤ b+ 2, the basis
elements of Matb,2(R) given by matrices with 1 at the (α, µ− b)-th entry and zero otherwise.
These elements give a basis of p via the isomorphism (4.2.3). Let ωα,µ be the element of
the dual basis which extracts the (α, µ− b)-th coordinate of elements in p, and let Aα,µ be
the left multiplication by ωα,µ. The function ϕKM,2 is defined applying the operator

Db,22 =
1

4

2∏
j=1

b+2∏
µ=b+1

[ b∑
α=1

(
xα,j −

1

2π

∂

∂xα,j

)
⊗Aα,µ

]
to the standard Gaussian (ϕ0,2 ◦ g0)⊗ 1 ∈ [S(V 2)⊗

∧4(p∗)]K , namely

ϕKM,2 = Db,22

(
(ϕ0,2 ◦ g0)⊗ 1

)
.

The following result provides an explicit formula of ϕKM,2. The idea of the proof is
analogous to the one used in Section 3.2, where we illustrated how to rewrite the Kudla–
Millson Schwartz function of genus 1 in terms of the polynomials Q(α,β). Recall that the
latter are defined on Rb,2 as

(4.2.5) Q(α,β)(x) :=

{
P(α,β)(x), if α 6= β,
P(α,β)(x)− 1

2π , otherwise,
where P(α,β)(x) := 2xαxβ,
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for every x = (x1, . . . , xb+2)t ∈ Rb,2.

Proposition 4.2.3. The Kudla–Millson Schwartz function ϕKM,2 ∈
[
S(V 2) ⊗

∧4(p∗)
]K

may be rewritten as

(4.2.6) ϕKM,2(v, z0) =

b∑
α,γ=1
α<γ

b∑
β,δ=1
β<δ

(
Q(α,β,γ,δ) ·ϕ0,2

)
(g0(v))⊗ωα,b+1∧ωβ,b+2∧ωγ,b+1∧ωδ,b+2,

where Q(α,β,γ,δ) is the polynomial on (Rb,2)2 defined as

Q(α,β,γ,δ)(x) =
∑

σ,σ′∈S2

sgn(σ) sgn(σ′)Q(σ(α),σ′(β))(x1) · Q(σ(γ),σ′(δ))(x2),

and where we denote by σ, resp. σ′, a permutation of the indexes {α, γ}, resp. {β, δ}.

To simplify the notation, we will frequently replace (α, β, γ, δ) by a vector of indexes α.

Remark 4.2.4. From (4.2.5), we may rewrite the product of polynomials appearing in the
summand of the defining sum of Qα more explicitly as

Q(α,β)(x1) · Q(γ,δ)(x2) =


4xα,1 · xβ,1 · xγ,2 · xδ,2, if α 6= β and γ 6= δ,
2xα,1 · xβ,1 ·

(
2x2

γ,2 − 1
2π

)
, if α 6= β and γ = δ,(

2x2
α,1 − 1

2π

)
· 2xγ,2 · xδ,2, if α = β and γ 6= δ,(

2x2
α,1 − 1

2π

)(
2x2

γ,2 − 1
2π

)
, if α = β and γ = δ.

Proof of Proposition 4.2.3. For simplicity, we write Fα,j = xα,j − 1
2π

∂
∂xα,j

, for
every j = 1, 2 and α = 1, . . . , b. We may use such operators to rewrite

(4.2.7)
ϕKM,2 = Db,22

(
(ϕ0,2 ◦ g0)⊗ 1

)
=

b∑
α,γ=1
α 6=γ

b∑
β,δ=1
β 6=δ

1

4
Fα,1Fβ,1Fγ,2Fδ,2(ϕ0,2 ◦ g0)⊗

⊗ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2,

where we deleted all summands associated to wedge products containing two functionals
which are equal. We may compute

(4.2.8)

1

4
Fα,1Fβ,1Fγ,2Fδ,2(ϕ0,2 ◦ g0) =

1

4
Fα,1Fβ,1Fγ,2

(
2xδ,2ϕ0,2 ◦ g0

)
=

=

{
1
2Fα,1Fβ,1

(
2xγ,2xδ,2ϕ0,2 ◦ g0

)
, if γ 6= δ,

1
2Fα,1Fβ,1

(
(2x2

γ,2 − 1
2π )ϕ0,2 ◦ g0

)
, if γ = δ.

Since the entries x1 and x2 of g0(v) are independent to each others, we may repeat an
analogous procedure to compute the action of the operator 1

2F1,αF1,β on the right-hand
side of (4.2.8), to deduce that

(4.2.9)
ϕKM,2(v, z0) =

b∑
α,γ=1
α 6=γ

b∑
β,δ=1
β 6=δ

(
Q(α,β)

(
g0(v1)

)
· Q(γ,δ)

(
g0(v2)

)
· ϕ0,2

(
g0(v)

))
⊗

⊗ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2.

The wedge products appearing on the right-hand side of (4.2.9) are linearly dependent in
the vector space

∧4(p∗). A set of linearly independent wedge products, with respect to
which we can write all the ones appearing in (4.2.9), is

{ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2 : such that α < γ and β < δ}.
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If we rewrite (4.2.9) with respect to such set, taking into account permutations of the
indexes {α, γ} and {β, δ}, then we obtain (4.2.6). �

Corollary 4.2.5. The spread of ϕKM,2 ∈
[
S(V 2)⊗

∧4(p∗)
]K to the whole D may be written

as

ϕKM,2(v, z) =
b∑

α,γ=1
α<γ

b∑
β,δ=1
β<δ

(
Qα · ϕ0,2

)
(g0 ◦ g(v))⊗ g∗(ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2),

where g ∈ G is any isometry that maps z ∈ D to the base point z0.

Proof. The idea is the same as for the spread of the genus 1 Kudla–Millson Schwartz
function, that is, Remark 3.2.6. In fact, we have

ϕKM,2(v, z) = g∗ϕKM,2

(
g(v), z0

)
.

Hence, it is enough to replace ϕKM,2

(
g(v), z0

)
above with the formula provided by Proposi-

tion 4.2.3. �

Analogously to what we did in (3.2.11) for the genus 1 case, we define additional
auxiliary polynomials Pα on (Rb,2)2 as

(4.2.10) Pα(x) = 4
∑

σ,σ′∈S2

sgn(σ) sgn(σ′)xσ(α),1 · xσ′(β),1 · xσ(γ),2 · xσ′(δ),2,

for every x = (xi,j)i,j ∈ (Rb,2)2, where σ and σ′ are permutations of respectively {α, γ}
and {β, γ}. Note that if α 6= β and γ 6= δ, then Qα = Pα. The polynomials Pα will play a
key role in the upcoming sections, thanks to the following result.

Lemma 4.2.6. The polynomials Pα satisfy the homogeneity property

Pα(x ·N) = (detN)2 · Pα(x),

for every x ∈ (Rb,2)2 and N ∈ C2×2.

Proof. In what follows, the index i runs from 1 to b+ 2, while j ∈ {1, 2}.
Let x = (xi,j)i,j ∈ (Rb,2)2. If N =

( n1,1 n1,2
n2,1 n2,2

)
is a matrix in C2×2, then we may compute

(4.2.11)

Pα(x ·N) = Pα
(

(n1,1xi,1 + n2,1xi,2 n1,2xi,1 + n2,2xi,2)i

)
=

=
∑

σ,σ′∈S2

4 sgn(σ) sgn(σ′)
(
n1,1xσ(α),1 + n2,1xσ(α),2

)(
n1,1xσ′(β),1 + n2,1xσ′(β),2

)
×

×
(
n1,2xσ(γ),1 + n2,2xσ(γ),2

)(
n1,2xσ′(δ),1 + n2,2xσ′(δ),2

)
.

A somewhat lengthy but trivial computation shows that (4.2.11) simplifies to

(4.2.12)

Pα(x ·N) = n2
1,1n

2
2,2

∑
σ,σ′∈S2

4 sgn(σ) sgn(σ′)xσ(α),1xσ′(β),1xσ(γ),2xσ′(δ),2+

+n1,1n1,2n2,1n2,2

∑
σ,σ′∈S2

4 sgn(σ) sgn(σ′)
[
xσ(α),1xσ′(β),2xσ(γ),2xσ′(δ),1+

+xσ(α),2xσ′(β),1xσ(γ),1xσ′(δ),2

]
+

+n2
1,2n

2
2,1

∑
σ,σ′∈S2

4 sgn(σ) sgn(σ′)xσ(α),2xσ′(β),2xσ(γ),1xσ′(δ),1.

The first and third sums over S2 appearing on the right-hand side of (4.2.12) are equal.
The remaining sum equals −2 times the first. Hence, we may continue the computation as

Pα(x ·N) =
(
n2

1,1n
2
2,2 + n2

1,2n
2
2,1 − 2n1,1n1,2n2,1n2,2

)
Pα(x) = (detN)2Pα(x). �
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4.3. Some generalizations of Siegel theta functions

Let L be an even unimodular lattice of signature (b, 2), with b > 2. In this section we
introduce certain genus 2 Siegel theta functions ΘL,2 attached to L, which generalize the
Siegel theta functions ΘL introduced by Borcherds in [Bor98, Section 4]. We will use such
genus 2 theta functions in Section 4.5 to rewrite the genus 2 Kudla–Millson theta form,
analogously with what we did in Section 3.3.2 for the genus 1 Kudla–Millson theta form. A
similar construction of ΘL,2 is made in [Roe21], which introduces theta functions of general
genus associated to indefinite quadratic spaces.

Let V = L⊗R. As in the previous section, we fix once and for all an orthogonal basis (ej)j
of V such that (ej , ej) = 1, for every j = 1, . . . , b, and (ej , ej) = −1 for j = b + 1, b + 2.
Such basis induces an isometry g0 : V 2 → (Rb,2)2. We denote the Grassmannian Gr(V ) also
by Gr(L).

4.3.1. The genus 2 Siegel theta function ΘL,2. The standard Laplacian ∆ on (Rb,2)2

is defined as

(4.3.1) ∆ =

(
∂

∂x

)t
· ∂
∂x

, where
∂

∂x
=

(
∂

∂xi,j

)
1≤i≤b+2, 1≤j≤2

.

We consider
(4.3.2)

tr ∆ =
b+2∑
i=1

2∑
j=1

∂2

∂x2
i,j

and exp
(
− 1

8π
tr(∆y−1)

)
=
∞∑
m=0

1

m!

(− tr(∆y−1)

8π

)m
,

for any symmetric positive definite matrix y ∈ R2×2, as operators acting on the space of
smooth C-valued functions on (Rb,2)2. We say that a smooth function f : (Rb,2)2 → R is
harmonic if tr ∆f = 0.

We now illustrate the notion of homogeneity for polynomials defined on (Rb,2)2, needed
to obtain Siegel theta functions with a modular behavior. To do so, we need to intro-
duce another piece of notation. Let (g0(ej))j be the standard basis of the quadratic
space Rb,2. For every vector x =

∑b+2
j=1 xjg0(ej) ∈ Rb,2, we define x+ =

∑b
j=1 xjg0(ej)

and x− =
∑b+2

j=b+1 xjg0(ej). For every x = (x1, x2) ∈ (Rb,2)2, we define x+ = (x+
1 , x

+
2 )

and x− = (x−1 , x
−
2 ).

Definition 4.3.1. We say that a polynomial P : (Rb,2)2 → C is very homogeneous of
degree (m+,m−) if it splits as a product of two polynomials P(x) = Pb(x+)P2(x−) such
that

Pb(x+N) = (detN)m
+Pb(x+) and P2(x−N) = (detN)m

−P2(x−),

for every N ∈ C2×2.

This homogeneity property is the same as the one introduced in [Roe21]. Very homoge-
neous polynomials are a (not necessarily harmonic) generalization to indefinite quadratic
spaces of what Freitag [Fre83, Definition 3.5] and Maass [Maa59] call “harmonic forms”. To
avoid confusion with the harmonic forms on the Hermitian domain D, we prefer to refer to
such polynomials with a completely different terminology.

Example 4.3.2. The polynomials Pα introduced in (4.2.10) are such that

P(α,β,γ,δ)(x) = P(α,β,γ,δ)(x
+),

for every x ∈ (Rb,2)2. In fact, by Lemma 4.2.6 they are very homogeneous of degree (2, 0).
If α 6= β and γ 6= δ, then Pα is also harmonic.
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Remark 4.3.3. Let P be a very homogeneous polynomial on (Rb,2)2 of degree (m+,m−),
and let N =

(
λ 0
0 λ

)
, for some λ ∈ R \ {0}. For every x = (x1, x2) ∈ (Rb,2)2, we have

Pb
(
λx+

)
= Pb

(
x+N

)
= (detN)m

+Pb(x+) = λ2m+Pb(x).

The case of P2(x−) is analogous. We have just shown that the polynomials Pb and P2 are ho-
mogeneous of even degree in the classical sense, if considered as polynomials on (Rb,0)2 ∼= R2b

and (R0,2)2 ∼= R4 respectively.

We define a generalization of Borcherds’ theta function ΘL following the analogous
construction provided in [Roe21], as follows.

Definition 4.3.4. Let P be a very homogeneous polynomial of degree (m+,m−) on (Rb,2)2.
For every δ,ν ∈ V 2, we define
(4.3.3)

ΘL,2(τ, δ,ν, g,P) =
∑
λ∈L2

exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ ν)

)
×

× e
(

tr
(
q((λ+ ν)z⊥)τ

)
+ tr

(
q((λ+ ν)z)τ̄

)
− tr(λ+ ν/2, δ)

)
,

for every τ ∈ H2, g ∈ G, and z ∈ Gr(L) such that g maps z to z0. If δ,ν = 0, we drop
them from the notation, and simply write ΘL,2(τ, g,P).

Remark 4.3.5. If a very homogeneous polynomial P is harmonic, then ∆P = 0, namely
b+2∑
j=1

∂2P
∂xj,ρ∂xj,ξ

= 0, for every 1 ≤ ρ, ξ ≤ 2;

see e.g. [Fre83, Bemerkung 3.3]. This implies that

exp
(
− 1

8π
tr(∆y−1)

)
(P) = P.

This is analogous to the case of homogeneous harmonic polynomials in the genus 1 case;
see Remark 3.3.3.

To study the behavior of ΘL,2 with respect to the action of Sp4(Z) on H2, we need to
provide more information regarding the Fourier transforms of functions defined on V 2.

4.3.2. On Fourier transforms. Let W be a real vector space endowed with a non-
degenerate symmetric bilinear form (·,·), and let f : W 2 → C be a L1-function. The Fourier
transform f̂ : W 2 → C of f is defined as

f̂(ξ) =

∫
v∈W 2

f(v) · e
(

tr(ξ,v)
)
dv.

The integral defining the Fourier transform can be studied also for complex values of the
argument ξ. Depending on f , such integral might not converge for some ξ ∈W 2 ⊗ C. In
this section, we assume that f admits an extension of its Fourier transform to the whole
complexification of W .

The following results collect all properties of Fourier transforms needed for the purposes
of this chapter.

Lemma 4.3.6. Let v0 ∈W 2.
(1) The Fourier transform of f(v − v0) is e

(
tr(v0,v)

)
· f̂(v).

(2) The Fourier transform of f(v) · e
(

tr(v0,v)
)
is f̂(v + v0).

Proof. These properties are well-known. �
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The next lemma provides a generalization in genus 2 of the main results of [Bor98,
Section 3].

Lemma 4.3.7.
(i) Let B ∈ C2×1. The Fourier transform of f(v) · e

(
tr(Bv)

)
is f̂(v +Bt).

(ii) Let τ ∈ H2, and let P be a polynomial on the space Rm×2, endowed with the
standard bilinear product. The Fourier transform of

P(v) · e
(

tr(vtvτ)/2)

is

det(−iτ)−m/2 · exp
( i

4π
tr(∆τ−1)

)
(P)(−vτ−1) · e

(
− 1

2
tr(vtvτ−1)

)
(iii) Let P be a polynomial on R1×2, where the latter is endowed with the standard

bilinear product (x,y) = x1y1 + x2y2, and let A ∈ H2, B ∈ C2×1, C ∈ C. The
Fourier transform of

P(v) · e
(

tr(Avtv) + tr(Bv) + C
)

is

det(−2iA)−1/2 exp
( i

8π
tr(∆A−1)

)
(P)
(1

2
(−v −Bt)A−1

)
×

×e
(
− 1

4
tr(vtvA−1)− 1

2
tr(BvA−1)− 1

4
tr(BBtA−1) + C

)
.

(iv) Let τ ∈ H2, and let P be a polynomial on Rm×2, endowed with the standard bilinear
product. The Fourier transform of

(4.3.4) exp
(
− 1

8π
tr(∆y−1)

)
(P)(v) · e

(1

2
tr(vtvτ)

)
is

det(−iτ)−m/2 · exp
(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
(P)(−vτ−1) · e

(
− 1

2
tr(vtvτ−1)

)
,

which is equal to

det(−iτ)−m/2 · det(τ)−s exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(P)(v) · e

(
− 1

2
tr(vtvτ−1)

)
if P is very homogeneous of degree s.

(v) Suppose that P is a polynomial defined on (z+ ⊕ z−)2, where z+ (resp. z−) is a
positive definite (resp. negative definite) subspace of Rb,2. Denote by d+ and d−
the dimensions of z+ and z− respectively. If the value of P(v) depends only on the
projection vz+ , that is, P is of degree zero on (z−)2, then the Fourier transform of

exp
(
− 1

8π
tr(∆y−1)

)
(P)(v) · e

(
tr
(
q(vz+)τ

)
+ tr

(
q(vz−)τ̄

))
is

det(−iτ)−d
+/2 det(iτ̄)−d

−/2 exp
(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
(P)(−vτ−1)×

×e
(
− tr

(
q(vz+)τ−1

)
− tr

(
q(vz−)τ̄−1

))
.

(vi) Let P be a very homogeneous polynomial of degree (m+,m−) on (z+ ⊕ z−)2,
where z+ (resp. z−) is a positive definite (resp. negative definite) subspace of Rb,2.
Denote by d+ and d− the dimensions of z+ and z− respectively. The Fourier
transform of

exp
(
− 1

8π
tr(∆y−1)

)
(P)(v) · e

(
tr
(
q(vz+)τ

)
+ tr

(
q(vz−)τ̄

))
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is

det(−iτ)−d
+/2 · det(τ)−m

+ · det(iτ̄)−d
−/2 · det(τ̄)−m

−×

× exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(P)(v) · e

(
− tr

(
q(vz+)τ−1

)
− tr

(
q(vz−)τ̄−1

))
.

Proof. Part (i) is well known. Part (ii) is [Roe21, Lemma 4.5]. Part (iii) follows
from (ii) applied with τ = 2A, and from (i).

To prove Part (iv), we apply (ii) with exp
(
− 1

8π tr(∆y−1)
)
(P) in place of P , deducing

that the Fourier transform of (4.3.4) is

(4.3.5) det(−iτ)−m/2 ·exp
( i

4π
tr(∆τ−1)− 1

8π
tr(∆y−1)

)
(P)(−vτ−1)·e

(
−tr(vtvτ−1)/2

)
,

where we decompose τ = x + iy ∈ H2. We rewrite the exponential operator appearing
in (4.3.5) as

(4.3.6)
exp

( i

4π
tr(∆τ−1)− 1

8π
tr(∆y−1)

)
= exp

(
− 1

8π
tr
(
∆(y−1 − 2iτ−1)

))
=

= exp
(
− 1

8π
tr
(
∆τ−1y−1(τ − 2iy)

))
= exp

(
− 1

8π
tr
(
∆τ−1y−1τ̄

))
.

It is well-known that

(Cτ̄ +D)t=(M · τ)(Cτ +D) = =(τ), for every M =
(
A B
C D

)
∈ Sp4(Z).

If we specialize it with M =
(

0 −I2
I2 0

)
, we may rewrite it as

=(−τ−1)−1 = τ=(τ)−1τ̄ .

We use such relation to rewrite the right-hand side of (4.3.6) as

exp
(
− 1

8π
tr
(
∆τ−1y−1τ̄

))
= exp

(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
.

If we assume P to be very homogeneous of degree m, then by [Roe21, Lemma 4.4 (4.5)] we
deduce that

exp
(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
(P)(−vτ−1) =

= exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))(
P(−vτ−1)

)
=

= exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))(
det(−τ)−s · P(v)

)
=

= det(−τ)−s exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(P)(v).

To prove Part (v) and Part (vi), it is enough to apply (iv) to z+ and z−. Since the
idea is analogous, we provide only the proof of Part (vi). Since P is a very homogeneous
polynomial of degree (m+,m−), there exist two polynomials P+ and P− defined respectively
on z+ and z−, such that P(v) = P+(vz+) · P−(vz−), and such that

P+(vz+ ·N) = (detN)m
+ · P+(vz+) and P−(vz− ·N) = (detN)m

− · P−(vz−),

115



for every N ∈ R2×2 and v ∈ (z+ ⊕ z−)2. We may then rewrite

(4.3.7)

exp
(
− 1

8π
tr(∆y−1)

)
(P)(v) · e

(
tr
(
q(vz+)τ

)
+ tr

(
q(vz−)τ̄

))
=

= exp
(
− 1

8π
tr(∆y−1)

)
(P+)(vz+) · e

(
tr
(
q(vz+)τ

))
︸ ︷︷ ︸

=:f+
τ (vz+ )

×

× exp
(
− 1

8π
tr(∆y−1)

)
(P−)(vz−) · e

(
tr
(
q(vz−)τ̄

))
︸ ︷︷ ︸

=:f−τ (vz− )

.

The Fourier transform of the left-hand side of (4.3.7) is the product of the Fourier transforms
of f+

τ and f−τ , since the latter two functions do not depend on common variables. Since the
quadratic form q|z∗ on z+ is positive definite, we may apply (iv) to compute the Fourier
transform of f+

τ as

(4.3.8)
f̂+
τ (ξz+) = det(τ/i)−d

+/2 · det(τ)−m
+×

× exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(P+)(ξz+) · e

(
− tr(q(ξz+)τ−1)

)
.

Since the quadratic form q|z− on z− is negative definite, before applying (iv) we rewrite f̂−τ
as

(4.3.9)
f̂−τ (ξ) =

∫
z−
f−τ (x) · e

(
(ξ,x)

)
dx =

=

∫
z−

exp
(
− 1

8π
tr(∆y−1)

)
(P−)(x) · e

(
tr
(
− q(x) · (−τ̄)

))
· e
(
− (−ξ,x)

)
dx,

where we denote by (·,·) the bilinear form associated to q|z− . The right-hand side of (4.3.9)
is now the evaluation on −ξ of the Fourier transform of the function

exp
(
− 1

8π
tr(∆y−1)

)
(P−)(vz−) · e

(
tr
(
− q(vz−) · (−τ̄)

))
with respect to the positive definite quadratic space (z−,−q|z−). Since =(τ̄−1) = =(−τ−1),
we may apply (iv) and deduce that (4.3.9) equals

(4.3.10)
det(−τ̄ /i)−d−/2 · det(τ̄)−m

− · exp
(
− 1

8π
tr(∆=(−τ−1)−1)

)
(P−)(−ξ)×

×e
(
− tr

(
q(−ξ)τ̄−1

))
.

Since P is very homogeneous, we deduce that

exp
(
− 1

8π
tr(∆y−1)

)
(P−)(−ξ) = exp

(
− 1

8π
tr(∆y−1)

)
(P−)(ξ),

for every positive definite y ∈ R2×2. It is enough to insert (4.3.8) and (4.3.10) in (4.3.7) to
conclude the proof. �

Corollary 4.3.8 (Roehrig). Let v ∈ (L⊗ R)2, where L is a unimodular lattice of signa-
ture (b, 2), and let P be a very homogeneous polynomial of degree (m+,m−) on (Rb,2)2. We
define

fτ,g(v) = exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(v)

)
· e
(

tr
(
q(vz⊥)τ

)
+ tr

(
q(vz)τ̄

))
,

for every τ ∈ H2 and g ∈ G, where z ∈ Gr(L) is such that g maps z to z0. The Fourier
transform of fτ,g is

(4.3.11) f̂τ,g(v) = (det τ)−b/2−m
+

(det τ̄)−1−m−f−τ−1,g(v).
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Proof. It is a trivial consequence of Lemma 4.3.7 (vi). In fact, since L is a unimodular
lattice of signature (b, 2), it is well known that b+ 2 ≡ 4 mod 8, hence

det(τ/i)−b/2 · det(iτ̄)−1 = (−1)−(b+2)/2(det τ)−b/2(det τ̄)−1 = (det τ)−b/2(det τ̄)−1.

Alternatively, it can be deduced following the wording of [Roe21, Lemma 4.9] �

4.3.3. Modularity of ΘL,2. We are now ready to prove the modular transformation
property of the Siegel theta function ΘL,2 associated to very homogeneous polynomials.

Theorem 4.3.9. Let P be a very homogeneous polynomial of degree (m+,m−) on (Rb,2)2,
and let δ,ν ∈ V 2. We have

(4.3.12)
ΘL,2(γ · τ, δAt + νBt, δCt + νDt, g,P) =

= det(Cτ +D)b/2+m+
det(Cτ̄ +D)1+m−ΘL,2(τ, δ,ν, g,P),

for every γ =
(
A B
C D

)
∈ Sp4(Z).

Proof. It is enough to check such transformation property on a set of generators
of Sp4(Z). We may choose

TB :=
(
I2 B
0 I2

)
, where B = Bt ∈ Z2×2, and S =

(
0 −I2
I2 0

)
,

as set of generators. If γ = TB, then (4.3.12) simplifies to

ΘL,2(τ +B, δ + νB,ν, g,P) = ΘL,2(τ, δ,ν, g,P),

which can be checked easily. If γ = S, then (4.3.12) becomes

(4.3.13) ΘL,2(−τ−1,−ν, δ, g,P) = det(τ)b/2+m+
det(τ̄)1+m−ΘL,2(τ, δ,ν, g,P).

We prove (4.3.13) applying the Poisson summation formula for unimodular lattices, i.e.

(4.3.14)
∑
λ∈L2

f(λ) =
∑
λ∈L2

f̂(λ), for every function f ∈ L1(V 2),

and Lemma 4.3.6. We begin by rewriting ΘL,2 as

(4.3.15) ΘL,2(τ, δ,ν, g,P) = e
(

tr(ν, δ/2)
) ∑
λ∈L2

hτ,δ,ν,g(λ),

where hτ,δ,ν,g(λ) = fτ,g(λ+ ν) · e
(
− tr(λ+ ν, δ)

)
, and fτ,g is the function introduced in

Corollary 4.3.8. The idea is to apply the Poisson summation formula to the right-hand side
of (4.3.15). To do so, we compute the Fourier transform of hτ,δ,ν,g using the properties
illustrated in Lemma 4.3.6 as

ĥτ,δ,ν,g(λ) = f̂τ,g(λ− δ) · e
(
− tr(λ,ν)

)
.

We now apply the Poisson summation formula to (4.3.15) and the formula of f̂τ,g given by
Corollary 4.3.8, obtaining

ΘL,2(τ, δ,ν, g,P) =

= e
(

tr(ν, δ/2)
) ∑
λ∈L2

ĥτ,δ,ν,g(λ) =
∑
λ∈L2

f̂τ,g(λ− δ) · e
(
− tr(λ− δ/2,ν)

)
=

= det(τ)−(b−1)/2 det(τ̄)−1/2
∑
λ∈L2

exp
(
− 1

8π
tr(∆=(−τ−1)−1)

)
(P)
(
g0 ◦ g(λ− δ)

)
×

×e
(

tr
(
q((λ− δ)z⊥)(−τ−1)

)
+ tr

(
q((λ− δ)z)(−τ̄−1)

)
− tr(λ− δ/2,ν)

)
.
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In the sum over L2 above, we replace λ with −λ, deducing that

ΘL,2(τ, δ,ν, g,P) = det(τ)−(b/2+m+) det(τ̄)−(1+m−)ΘL,2(−τ−1,−ν, δ, g,P),

that is equivalent to (4.3.13). We remark that we used the homogeneity of P , more precisely
that

P
(
g0 ◦ g(−λ− δ)

)
= det(−I2)m

++m−P
(
g0 ◦ g(λ+ δ)

)
= P

(
g0 ◦ g(λ+ δ)

)
. �

4.4. The splitting of ΘL,2 with respect to L = LLor ⊕ U

In Chapter 3, we explained how to unfold the defining integrals of the genus 1 Kudla–
Millson lift. The idea was to apply Borcherds’ formalism [Bor98, Section 5] to rewrite the
genus 1 theta function ΘL with respect to the splitting of a hyperbolic plane in L. In this
chapter, we explain how to generalize the previous idea to the genus 2 Kudla–Millson lift.
Many difficulties arise in such generalization. One of those is the lack of results on how to
rewrite the genus 2 theta function ΘL,2 with respect to the splitting L = LLor ⊕ U . In fact,
Borcherds’ work [Bor98] covers only the genus 1 case. The goal of the current section is to
fill this gap.

In Section 4.4.1, we illustrate how to rewrite Pα, for the indexes α = (α, β, γ, δ) such
that α 6= β and γ 6= δ, with respect to polynomials defined on the subspaces g0◦g

(
(w⊥⊕w)2

)
,

and study their homogeneity. In particular, we will see that they are not always very
homogeneous; see Lemma 4.4.4. This implies that the associated genus 2 theta functions
are not always modular, in contrast with the analogous construction in genus 1. Such
unexpected behavior will be further investigated in Section 4.5 using Lemma 4.4.5, which
provides the Fourier transforms of the general summands of such theta functions. Eventually,
we illustrate in Section 4.4.2 how to rewrite ΘL,2(τ, g,Pα) in terms of the theta functions
attached to the polynomials constructed in Section 4.4.1. The main result is Theorem 4.4.7,
which may be considered as the generalization of [Bor98, Theorem 5.2] to the genus 2 case.

Since this section is rather technical, we suggest the reader to skip it during a first
reading.

4.4.1. On auxiliary polynomials defined on subspaces. Since the lattice L has been
chosen to be unimodular of signature (b, 2), we may assume up to isomorphisms that L is
an orthogonal direct sum of the form

(4.4.1) L = E8 ⊕ · · · ⊕ E8 ⊕ U︸ ︷︷ ︸
=LLor

⊕U,

where E8 is the 8-th root lattice and U is the hyperbolic lattice of rank 2. Let LLor be the
unimodular sublattice of L defined as the orthogonal complement of the last U appearing
in (4.4.1). Without loss of generality we may assume that the orthogonal basis (ej)j of L⊗R
is such that LLor ⊗ R is generated by e1, . . . , eb−1, eb+1, and that the remaining U ⊗ R is
generated by eb and eb+2.

Let u, u′ be a basis of U such that (u, u) = (u′, u′) = 0 and (u, u′) = 1. We may suppose
that

(4.4.2) u =
eb + eb+2√

2
and u′ =

eb − eb+2√
2

.

In this way, we may rewrite L as the orthogonal direct sum of LLor with Zu⊕ Zu′.
The following definition recall some of the objects introduced in [Bor98, Section 5]. We

use a different notation with respect to the cited reference.

Definition 4.4.1. Let z ∈ Gr(L), and let g ∈ G be such that g : z 7→ z0. We denote by w
the orthogonal complement of uz in z, and by w⊥ the orthogonal complement of uz⊥ in z⊥.
The linear map g# : L⊗ R→ L⊗ R is defined as g#(v) = g(vw⊥ + vw).
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We now define certain polynomials on subspaces of (Rb,2)2, to be considered as the
analogue in genus 2 of the polynomials (3.3.7) defined by Borcherds in [Bor98]. Since
the very homogeneous polynomials on (Rb,2)2 we will work with in the next sections,
namely Pα, are of degree (2, 0), we restrict our attention to very homogeneous polynomials
of degree (m+, 0).

Definition 4.4.2. Let z ∈ Gr(L), and let g ∈ G be such that g maps z to z0. For every very
homogeneous polynomial P of degree (m+, 0) on (Rb,2)2, we define the polynomials Pg#,h+

1 ,h
+
2

on g0 ◦ g#(L⊗ R)2 ∼= (Rb−1,1)2 by

(4.4.3) P
(
g0 ◦ g(v)

)
=
∑
h+

1 ,h
+
2

(v1, uz⊥)h
+
1 (v2, uz⊥)h

+
2 · Pg#,h+

1 ,h
+
2

(
g0 ◦ g#(v)

)
,

where v = (v1, v2) ∈ (Rb,2)2.

Although P is very homogeneous, the auxiliary polynomials Pg#,h+
1 ,h

+
2
may be not.

This will be shown in the case of P = Pα in Lemma 4.4.4.
The following result provides an explicit formula for Pα,g#,h+

1 ,h
+
2
, where the latter are

the auxiliary polynomials arising as in Definition 4.4.2 with P = Pα.

Lemma 4.4.3. Let z ∈ Gr(L) and g ∈ G such that g maps z to z0. For every v = (v1, v2)
in V 2, the value Pα,g#,h+

1 ,h
+
2

(
g0 ◦ g#(v)

)
may be computed as follows.

• If h+
j = 0 and h+

3−j = 2, where j = 1, 2, then

Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g#(v)

)
=

∑
σ,σ′∈S2

4

u4
z⊥

sgn(σ) sgn(σ′)×

×
(
g(u), eσ(α)

)
·
(
g(u), eσ′(β)

)
·
(
g#(vj), eσ(γ)

)
·
(
g#(vj), eσ′(δ)

)
.

• If h+
1 = h+

2 = 1, then

Pα,g#,1,1

(
g0 ◦ g#(v)

)
=

∑
σ,σ′∈S2

4

u4
z⊥

sgn(σ) sgn(σ′)×

×
[(
g(u), eσ(α)

)
·
(
g(u), eσ′(δ)

)
·
(
g#(v1), eσ′(β)

)
·
(
g#(v2), eσ(γ)

)
+

+
(
g(u), eσ(γ)

)
·
(
g(u), eσ′(β)

)
·
(
g#(v1), eσ(α)

)
·
(
g#(v2), eσ′(δ)

)]
.

• If h+
j = 1 and h+

3−j = 0, where j = 1, 2, then

Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g#(v)

)
=

∑
σ,σ′∈S2

4

u2
z⊥

sgn(σ) sgn(σ′)×

×
[(
g(u), eσ(α)

)
·
(
g#(vj), eσ′(β)

)
+
(
g(u), eσ′(β)

)
·
(
g#(vj), eσ(α)

)]
×

×
(
g#(v3−j), eσ(γ)

)
·
(
g#(v3−j), eσ′(δ)

)
.

• If h+
1 = h+

2 = 0, then

Pα,g#,0,0

(
g0 ◦ g#(v)

)
=

∑
σ,σ′∈S2

4 sgn(σ) sgn(σ′)×

×
(
g#(v1), eσ(α)

)
·
(
g#(v1), eσ′(β)

)
·
(
g#(v2), eσ(γ)

)
·
(
g#(v2), eσ′(δ)

)
.

• In all remaining cases, we have Pα,g#,h+
1 ,h

+
2

= 0.
If the polynomial Pα,g#,h+

1 ,h
+
2
differs from zero, then it is very homogeneous only when

both h+
1 and h+

2 are zero.
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Proof. We deduce from (4.2.10) that
(4.4.4)
Pα
(
g0 ◦ g(v)

)
=4

∑
σ,σ′∈S2

sgn(σ) sgn(σ′)×

×
(
v1, g

−1(eσ(α))
)(
v1, g

−1(eσ′(β))
)(
v2, g

−1(eσ(γ))
)(
v2, g

−1(eσ′(δ))
)
,

where σ (resp. σ′) acts as a permutation of the indexes {α, γ} (resp. {β, δ}). We decom-
pose g−1(vj) = sjuz⊥ + v′j , with sj ∈ R and v′j =

(
g−1(vj)

)
w⊥

, for every j, and replace
such decomposition in (4.4.4) to deduce that

Pα
(
g0 ◦ g(v)

)
= 4

∑
σ,σ′∈S2

sgn(σ) sgn(σ′)
[
(v1, uz⊥)2sσ(α)sσ′(β) + (v1, uz⊥)

×
(
sσ(α)(v1, v

′
σ′(β)) + sσ′(β)(v1, v

′
σ(α))

)
+ (v1, v

′
σ(α))(v1, v

′
σ′(β))

]
·
[
(v2, uz⊥)2sσ(γ)sσ′(δ)+

+ (v2, uz⊥)
(
sσ(γ)(v2, v

′
σ′(δ)) + sσ′(δ)(v2, v

′
σ(γ))

)
+ (v2, v

′
σ(γ))(v2, v

′
σ′(δ))

]
.

We gather all factors of the form (v1, uz⊥)j(v2, uz⊥)i, deducing that

Pα
(
g0 ◦ g(v)

)
=

(4.4.5)

= (v1, uz⊥)2(v2, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(α)sσ′(β)sσ(γ)sσ′(δ)+

+ (v1, uz⊥)2(v2, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(α)sσ′(β)

[
sσ(γ)(v2, v

′
σ′(δ)) + sσ′(δ)(v2, v

′
σ(γ))

]
+

+ (v1, uz⊥)(v2, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(γ)sσ′(δ)

[
sσ(α)(v1, v

′
σ′(β)) + sσ′(β)(v1, v

′
σ(α))

]
+

+ (v1, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(α)sσ′(β)(v2, v
′
σ(γ))(v2, v

′
σ′(δ))+

+ (v1, uz⊥)(v2, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(α)(v1, v

′
σ′(β)) + sσ′(β)(v1, v

′
σ(α))

]
×

×
[
sσ(γ)(v2, v

′
σ′(δ)) + sσ′(δ)(v2, v

′
σ(γ))

]
+

+ (v2, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(γ)sσ′(δ)(v1, v
′
σ(α))(v1, v

′
σ′(β))+

+ (v1, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(α)(v1, v

′
σ′(β)) + sσ′(β)(v1, v

′
σ(α))

]
(v2, v

′
σ(γ))(v2, v

′
σ′(δ))+

+ (v2, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(γ)(v2, v

′
σ′(δ)) + sσ′(δ)(v2, v

′
σ(γ))

]
(v1, v

′
σ(α))(v1, v

′
σ′(β))+

+
∑
σ,σ′

4 sgn(σ) sgn(σ′)(v1, v
′
σ(α))(v1, v

′
σ′(β))(v2, v

′
σ(γ))(v2, v

′
σ′(δ)).

It is clear that the sum over σ and σ′ multiplying (v1, uz⊥)2(v2, uz⊥)2 equals zero. It
is easy to see that this is the case also for the sums multiplying (v1, uz⊥)2(v2, uz⊥)
and (v1, uz⊥)(v2, uz⊥)2. An analogous procedure works also for some of the summands
multiplying (v1, uz⊥)(v2, uz⊥). With such simplification, and a reordering of the summands,
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we may rewrite (4.4.5) as

Pα
(
g0 ◦ g(v)

)
=

(4.4.6)

+ (v1, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(α)sσ′(β)(v2, v
′
σ(γ))(v2, v

′
σ′(δ))+

+ (v1, uz⊥)(v2, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(α)sσ′(δ)(v1, v

′
σ′(β))(v2, v

′
σ(γ))+

+ sσ(γ)sσ′(β)(v1, v
′
σ(α))(v2, v

′
σ′(δ))

]
+

+ (v2, uz⊥)2
∑
σ,σ′

4 sgn(σ) sgn(σ′)sσ(α)sσ′(β)(v1, v
′
σ(γ))(v1, v

′
σ′(δ))+

+ (v1, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(α)(v1, v

′
σ′(β)) + sσ′(β)(v1, v

′
σ(α))

]
(v2, v

′
σ(γ))(v2, v

′
σ′(δ))+

+ (v2, uz⊥)
∑
σ,σ′

4 sgn(σ) sgn(σ′)
[
sσ(α)(v2, v

′
σ′(β)) + sσ′(β)(v2, v

′
σ(α))

]
(v1, v

′
σ(γ))(v1, v

′
σ′(δ))+

+
∑
σ,σ′

4 sgn(σ) sgn(σ′)(v1, v
′
σ(α))(v1, v

′
σ′(β))(v2, v

′
σ(γ))(v2, v

′
σ′(δ)).

Since sj =
(
g(u), ej

)
/u2

z⊥
and (v, v′j) =

(
g#(v), ej

)
, for j = α, β, as we have shown in

Lemma 3.3.9 for the genus 1 case, we deduce the formulas in the statement comparing (4.4.6)
with (4.4.3).

To prove that the polynomial Pα,g#,0,0

(
g0 ◦ g#(v)

)
is very homogeneous, one can follow

the same wording of Lemma 4.2.6. It is an easy exercise to see that the remaining non-trivial
polynomials are non-very homogeneous. We will actually provide more information on their
behavior in Lemma 4.4.4. �

Although the auxiliary polynomials Pα,g#,h+
1 ,h

+
2
are in general non-very homogeneous,

they satisfy the property

(4.4.7) Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g#(λv)

)
= λ4−h+

1 −h
+
2 Pα,g#,h+

1 ,h
+
2

(
g0 ◦ g#(v)

)
,

for every λ ∈ C, or equivalently, they are homogeneous of degree 4−h+
1 −h

+
2 in the classical

sense.
The following result illustrates the transformation property of Pα,g#,h+

1 ,h
+
2
induced by

the right-multiplication of its argument by a matrix of H2.

Lemma 4.4.4. Let τ = ( τ1 τ2τ2 τ3 ) ∈ H2.

• If h+
1 = 0 and h+

2 = 2, then

Pα,g#,0,2

(
g0 ◦ g#(v)τ

)
= τ2

1 · Pα,g#,0,2

(
g0 ◦ g#(v)

)
+ τ2

2 · Pα,g#,2,0

(
g0 ◦ g#(v)

)
−

−τ1 · τ2 · Pα,g#,1,1

(
g0 ◦ g#(v)

)
.

• If h+
1 = h+

2 = 1, then

Pα,g#,1,1

(
g0 ◦ g#(v)τ

)
= −2τ1τ2 · Pα,g#,0,2

(
g0 ◦ g#(v)

)
− 2τ2τ3 · Pα,g#,2,0

(
g0 ◦ g#(v)

)
+

+(τ1τ3 + τ2
2 ) · Pα,g#,1,1

(
g0 ◦ g#(v)

)
.
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• If h+
1 = 2 and h+

2 = 0, then

Pα,g#,2,0

(
g0 ◦ g#(v)τ

)
= τ2

2 · Pα,g#,0,2

(
g0 ◦ g#(v)

)
+ τ2

3 · Pα,g#,2,0

(
g0 ◦ g#(v)

)
−

−τ2 · τ3 · Pα,g#,1,1

(
g0 ◦ g#(v)

)
.

• If h+
1 = 0 and h+

2 = 1, then

Pα,g#,0,1

(
g0 ◦ g#(v)τ

)
= τ1 det τ · Pα,g#,0,1

(
g0 ◦ g#(v)

)
− τ2 det τ · Pα,g#,1,0

(
g0 ◦ g#(v)

)
.

• If h+
1 = 1 and h+

2 = 0, then

Pα,g#,1,0

(
g0 ◦ g#(v)τ

)
= −τ2 det τ · Pα,g#,0,1

(
g0 ◦ g#(v)

)
+ τ3 det τ · Pα,g#,1,0

(
g0 ◦ g#(v)

)
.

Proof. We rewrite

Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g#(v)τ

)
= Pα,g#,h+

1 ,h
+
2

(
g0 ◦ g#(τ1 · v1 + τ2 · v2, τ2 · v1 + τ3 · v2)

)
,

where v = (v1, v2) ∈ (L⊗R)2, and use Lemma 4.4.3 to prove the formulas of the statement,
for every h+

1 and h+
2 . Since the computations are all similar, we illustrate only the case

of h+
1 = 0 and h+

2 = 2. We may compute

(4.4.8)
Pα,g#,0,2

(
g0 ◦ g#(v)τ

)
=
∑
σ,σ′

4

u4
z⊥

sgn(σ) sgn(σ′)
(
g(u), eσ(α)

)(
g(u), eσ′(β)

)
×

×
[
τ1

(
g#(v1), eσ(γ)

)
+ τ2

(
g#(v2), eσ(γ)

)][
τ1

(
g#(v1), eσ′(δ)

)
+ τ2

(
g#(v2), eσ′(δ)

)]
.

We rewrite the product of the square brackets appearing in (4.4.8) as

τ2
1

(
g#(v1), eσ(γ)

)(
g#(v1), eσ′(δ)

)
+ τ1τ2

[(
g#(v1), eσ(γ)

)(
g#(v2), eσ′(δ)

)
+

+
(
g#(v1), eσ′(δ)

)(
g#(v2), eσ(γ)

)]
+ τ2

2

(
g#(v2), eσ(γ)

)(
g#(v2), eσ′(δ)

)
,

to deduce that

Pα,g#,0,2

(
g0 ◦ g#(v)τ

)
=

= τ2
1

∑
σ,σ′

4

u4
z⊥

sgn(σ) sgn(σ′)
(
g(u), eσ(α)

)
·
(
g(u), eσ′(β)

)
·
(
g#(v1), eσ(γ)

)
·
(
g#(v1), eσ′(δ)

)
+

+τ1τ2

∑
σ,σ′

4

u4
z⊥

sgn(σ) sgn(σ′)
(
g(u), eσ(α)

)
·
(
g(u), eσ′(β)

)
·
[(
g#(v1), eσ(γ)

)
·
(
g#(v2), eσ′(δ)

)
+

+
(
g#(v1), eσ′(δ)

)
·
(
g#(v2), eσ(γ)

)]
+

+τ2
2

∑
σ,σ′

4

u4
z⊥

sgn(σ) sgn(σ′)
(
g(u), eσ(α)

)
·
(
g(u), eσ′(β)

)
·
(
g#(v2), eσ(γ)

)
·
(
g#(v2), eσ′(δ)

)
.

It is then enough to compare this with the formulas of Pα,g#,h+
1 ,h

+
2
provided by Lemma 4.4.3.

�

The following result will be relevant to compute the transformation property of the
theta function ΘLLor,2 attached to Pα,g#,h+

1 ,h
+
2
, with respect to the action of Sp4(Z).

Lemma 4.4.5. Let

fτ,g#,h+
1 ,h

+
2

(v) = exp
(
− 1

8π
tr(∆y−1)

)(
Pα,g#,h+

1 ,h
+
2

)(
g0 ◦ g#(v)

)
×

×e
(

tr
(
q(vw⊥)τ

)
+ tr

(
q(vw)τ̄

))
,

where v ∈ (LLor ⊗ R)2 and τ = ( τ1 τ2τ2 τ3 ) ∈ H2.
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• If h+
1 = 0 and h+

2 = 2, then the Fourier transform of fτ,g#,0,2 is

̂fτ,g#,0,2(ξ) = det(τ)−(b−1)/2−2 det(τ̄)−1/2
[
τ2

3 · f−τ−1,g#,0,2(ξ)+

+τ2τ3 · f−τ−1,g#,1,1(ξ) + τ2
2 · f−τ−1,g#,2,0(ξ)

]
.

• If h+
1 = h+

2 = 1, then the Fourier transform of fτ,g#,1,1 is

̂fτ,g#,1,1(ξ) = det(τ)−(b−1)/2−2 det(τ̄)−1/2
[
2τ2τ3 · f−τ−1,g#,0,2(ξ)+

+(τ1τ3 + τ2
2 ) · f−τ−1,g#,1,1(ξ) + 2τ1τ2 · f−τ−1,g#,2,0(ξ)

]
.

• If h+
1 = 2 and h+

2 = 0, then the Fourier transform of fτ,g#,2,0 is

̂fτ,g#,2,0(ξ) = det(τ)−(b−1)/2−2 det(τ̄)−1/2
[
τ2

2 · f−τ−1,g#,0,2(ξ)+

+τ1τ2 · f−τ−1,g#,1,1(ξ) + τ2
1 · f−τ−1,g#,2,0(ξ)

]
.

• If h+
1 = 0 and h+

2 = 1, then the Fourier transform of fτ,g#,0,1 is

̂fτ,g#,0,1(ξ) = −det(τ)−(b−1)/2−2 · det(τ̄)−1/2
[
τ3 · f−τ−1,g#,0,1(ξ) + τ2 · f−τ−1,g#,1,0(ξ)

]
.

• If h+
1 = 1 and h+

2 = 0, then the Fourier transform of fτ,g#,1,0 is

̂fτ,g#,1,0(ξ) = −det(τ)−(b−1)/2−2 · det(τ̄)−1/2
[
τ2 · f−τ−1,g#,0,1(ξ) + τ1 · f−τ−1,g#,1,0(ξ)

]
.

• If h+
1 = h+

2 = 0, then the Fourier transform of fτ,g#,0,0 is

̂fτ,g#,0,0(ξ) = det(τ)−(b−1)/2−2 · det(τ̄)−1/2f−τ−1,g#,0,0(ξ).

Proof. Case h+
1 = h+

2 = 0: By Lemma 4.4.4 the polynomial Pα,g#,0,0 is very ho-
mogeneous of degree (2, 0), hence we may apply Lemma 4.3.7 (vi) to deduce that

̂fτ,g#,0,0(ξ) = i(b−2)/2 det(τ)−(b−1)/2−2 det(τ̄)−1/2e
(
− tr

(
q(ξw⊥)τ−1

)
− tr

(
q(ξw)τ̄−1

))
×

× exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(Pα,g#,0,0)

(
g0 ◦ g#(ξ)

)
.

Since the lattice L is unimodular, we have b − 2 ≡ 0 mod 8. This implies that the
factor i(b−2)/2 above simplifies to 1.

Case h+
1 = 0 and h+

2 = 2: By Lemma 4.4.4, the polynomial Pα,g#,0,2 is non-very
homogeneous. We apply Lemma 4.3.7 (v) to deduce that ̂fτ,g#,0,2(ξ) equals

(4.4.9)
det(τ/i)−(b−1)/2 det(iτ̄)−1/2e

(
− tr

(
q(ξw⊥)τ−1

)
− tr

(
q(ξw)τ̄−1

))
×

× exp
(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
(Pα,g#,0,2)

(
− g0 ◦ g#(ξ)τ−1

)
.

By [Roe21, Lemma 4.4 (4.5)], we rewrite the exponential operator applied to Pα,g#,0,2

appearing in (4.4.9) as

(4.4.10)
exp

(
− 1

8π
tr
(
∆τ−2=(−τ−1)−1

))
(Pα,g#,0,2)

(
− g0 ◦ g#(ξ)τ−1

)
=

= exp
(
− 1

8π
tr
(
∆=(−τ−1)−1

))(
Pα,g#,0,2

(
− g0 ◦ g#(ξ)τ−1

))
.
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Since if τ = ( τ1 τ2τ2 τ3 ) ∈ H2, then −τ−1 = 1
det τ

(−τ3 τ2
τ2 −τ1

)
, we deduce by Lemma 4.4.4 that

Pα,g#,0,2

(
− g0 ◦ g#(ξ)τ−1

)
=

τ2
3

det τ2
· Pα,g#,0,2

(
g0 ◦ g#(ξ)

)
+

+
τ2τ3

det τ2
· Pα,g#,1,1

(
g0 ◦ g#(ξ)

)
+

τ2
2

det τ2
· Pα,g#,2,0

(
g0 ◦ g#(ξ)

)
.

Replacing this in (4.4.10), we deduce that

̂fτ,g#,0,2(ξ) = det(τ/i)−(b−1)/2 det(iτ̄)−1/2e
(
− tr

(
q(ξw⊥)τ−1

)
− tr

(
q(ξw)τ̄−1

))
×

×
[ τ2

3

det τ
exp

(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(Pα,g#,0,2)

(
g0 ◦ g#(ξ)

)
+

+
τ2τ3

det τ2
· exp

(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(Pα,g#,1,1)

(
g0 ◦ g#(ξ)

)
+

+
τ2

2

det τ2
· exp

(
− 1

8π
tr
(
∆=(−τ−1)−1

))
(Pα,g#,2,0)

(
g0 ◦ g#(ξ)

)]
=

= i(b−2)/2 det(τ)−(b−1)/2−2 det(τ̄)−1/2
[
τ2

3 · f−τ−1,g#,0,2(ξ)+

+τ2τ3 · f−τ−1,g#,1,1(ξ) + τ2
2 · f−τ−1,g#,2,0(ξ)

]
.

Since the lattice L is unimodular, we have b − 2 ≡ 0 mod 8. This implies that the
factor i(b−2)/2 above simplifies to 1.

All remaining cases: The proof is analogous. We skip it. �

4.4.2. The splitting of the Siegel series ΘL,2. In this section we explain how to rewrite
the theta function ΘL,2, introduced in Section 4.3, with respect to the splitting L = LLor⊕U .

Lemma 4.4.6. Let P be a very homogeneous polynomial of degree (m+, 0) on (Rb,2)2. We
have
(4.4.11)

ΘL,2(τ, g,P) =

1

2u2
z⊥

√
det y

∑
λ∈(LLor⊕Zu′)2

∑
n∈Z1×2

∑
h+

1 ,h
+
2

[(
n+ (u,λ)τ̄

)
y−1
]h+

1

1

[(
n+ (u,λ)τ̄

)
y−1
]h+

2

2

(−2i)h
+
1 +h+

2

×

× exp
(
− 1

8π
tr(∆y−1)

)(
Pg#,h+

1 ,h
+
2

)(
g0 ◦ g#(λ)

)
· e
(

tr
(
q(λw⊥)τ

)
+ tr

(
q(λw)τ̄

))
×

× exp
(
− π

2u2
z⊥

tr
(
n+ (u,λ)τ

)t(
n+ (u,λ)τ̄

)
y−1 − πi

u2
z⊥

tr
(
(λ, uz⊥ − uz)n

))
,

where we denote by [ · ]j the extraction of the j-th entry.

Proof. We follow the wording of [Bor98, Proof of Lemma 5.1], that is, we apply
the Poisson summation formula on ΘL,2(τ, g,P) with respect to an isotropic line in each
subspace V = L⊗ R of V 2.

We may rewrite any element of L2 as λ + nu, for some λ ∈ (LLor ⊕ Zu′)2 and some
row-vector n ∈ Z1×2. To simplify the notation, we write q(λ+nu)z instead of q((λ+nu)z),
and the same for z⊥ in place of z. We define the auxiliary function f(λ, g;n) as

(4.4.12)
f(λ, g;n) = exp

(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ nu)

)
×

×e
(

tr
(
q(λ+ nu)z⊥τ

)
+ tr

(
q(λ+ nu)z τ̄

))
,
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for every λ ∈ (LLor ⊕ Zu′)2, g ∈ G, and n ∈ R1×2, where z = g−1(z0). We may then
rewrite ΘL,2 using the Poisson summation formula as

(4.4.13) ΘL,2(τ, g,P) =
∑

λ∈(LLor⊕Zu′)2

∑
n∈Z1×2

f(λ, g;n) =
∑

λ∈(LLor⊕Zu′)2

∑
n∈Z1×2

f̂(λ, g;n),

where f̂(λ, g;n) is the Fourier transform of f with respect to the vector n.
Let λ = (λ1, λ2) ∈ (LLor ⊕ Zu′)2, n = (n1, n2) ∈ R1×2, and τ = ( τ1 τ2τ2 τ3 ) ∈ H2, with

analogous notation for the real part x and imaginary part y of τ . It is easy to see that

q(λ+ nu)z = q(λz) + (λz, nuz) + q(nuz) and q(λz) = q(λw) + (λ, uz)(λ, uz)
t/2u2

z,

same with z⊥ in place of z. We use such relations to rewrite f(λ, g;n) as

(4.4.14)

f(λ, g;n) =

= exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ nu)

)
· e
(

tr
(
q(λz⊥)τ

)
+ tr

(
q(λz)τ

)
×

×e
(

tr
(
(λz⊥ , nuz⊥)τ

)
+ tr

(
q(nuz⊥)τ

)
+ tr

(
(λz, nuz)τ

)
+ tr

(
q(nuz)τ

))
The second factor on the right-hand side of (4.4.14) may be computed as

e
(

tr
(
q(λz⊥)τ

)
+ tr

(
q(λz)τ

)
= e
(

tr
(
q(λw⊥)τ

)
+ tr

(
q(λw)τ

))
×

×e
(tr

(
(λ, uz⊥)(λ, uz⊥)tτ

)
2u2

z⊥
+

tr
(
(λ, uz)(λ, uz)

tτ
)

2u2
z

)
.

Let h(λ, g;n) be the auxiliary function defined as the product between the first and the last
factor on the right-hand side of (4.4.14), that is, the part of f(λ, g;n) which depends on
the entries n1 and n2 of n. Using the relation q(uz⊥) + q(uz) = 0 and nt · n =

( n2
1 n1n2

n1n2 n2
2

)
,

it is easy to see that

(4.4.15)
h(λ, g;n) = exp

(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ nu)

)
×

×e
(

tr
([
x(λ, u) + iy(λ, uz⊥ − uz)

]
n
)

+ iu2
z⊥ tr

(
yntn

))
.

We then rewrite (4.4.13) as

(4.4.16)

ΘL,2(τ, g,P) =
∑

λ∈(LLor⊕Zu′)2

e
(

tr
(
q(λw⊥)τ

)
+ tr

(
q(λw)τ

))
×

×e
(tr

(
(λ, uz⊥)(λ, uz⊥)tτ

)
2u2

z⊥
−

tr
(
(λ, uz)(λ, uz)

tτ
)

2u2
z⊥

) ∑
n∈Z1×2

ĥ(λ, g;n),

The remaining part of the proof is devoted to the computation of ĥ(λ, g;n). To simplify
the notation, we define

(4.4.17) A = iu2
z⊥y and B = x(λ, u) + iy(λ, uz⊥ − uz) = τ(λ, uz⊥) + τ̄(λ, uz),

so that we may rewrite h as

(4.4.18) h(λ, g;n) = exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ un)

)
· e
(

tr(Antn) + tr(Bn)
)
.

We want to make the dependence of exp
(
− 1

8π tr(∆y−1)
)
(P)
(
g0 ◦ g(λ+ un)

)
from the

variables n1 and n2 explicit. Recall that we split the polynomial P as

(4.4.19) P
(
g0 ◦ g(v)

)
=
∑
h+

1 ,h
+
2

(v1, uz⊥)h
+
1 · (v2, uz⊥)h

+
2 · Pg#,h+

1 ,h
+
2

(
g0 ◦ g#(v)

)
,
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and that the operator − tr(∆y−1)/8π may be rewritten as

(4.4.20) − tr(∆y−1)

8π
= − 1

8π det y

(
y2,2

b+2∑
j=1

∂2

∂x2
j,1

− 2y1,2

b+2∑
j=1

∂

∂xj,1

∂

∂xj,2
+ y1,1

b+2∑
j=1

∂2

∂x2
j,2

)
.

Since the three factors appearing as the summand on the right-hand side of (4.4.19) are
defined on linearly independent subspaces of (Rb,2)2, we deduce1 that

(4.4.21)

exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g(λ+ nu)

)
=

=
∑
h+

1 ,h
+
2

exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λ)

)
×

× exp
(
− 1

8π
tr(∆y−1)

)(
(λ1 + n1u, uz⊥)h

+
1 (λ2 + n2u, uz⊥)h

+
2

)
.

By (4.4.20), we may rewrite the summands of the right-hand side of (4.4.21) as

exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λ)

)
×

× exp
(
− 1

8πu2
z⊥

det y

(
y2,2

∂2

∂n2
1

− 2y1,2
∂

∂n1

∂

∂n2
+ y1,1

∂2

∂n2
2

))
(

(λ1 + n1u, uz⊥)h
+
1 (λ2 + n2u, uz⊥)h

+
2

)
.

We may then rewrite h as

h(λ, g, n) =
∑
h+

1 ,h
+
2

exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λ)

)
· e
(

tr(Antn) + tr(Bn)
)
×

× exp
(
− 1

8πu2
z⊥

det y

(
y2,2

∂2

∂n2
1

− 2y1,2
∂

∂n1

∂

∂n2
+ y1,1

∂2

∂n2
2

))
×

×
[
(λ1 + n1u, uz⊥)h

+
1 (λ2 + n2u, uz⊥)h

+
2

]
.

We compute the Fourier transform of h, as a function of n, via Lemma 4.3.7 (iii). In fact, if
we denote by Nj the j-th entry of (−n−Bt)A−1/2, we may compute

ĥ(λ, g, n) = det(−2iA)−1/2
∑
h+

1 ,h
+
2

exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λ)

)
×

(4.4.22)

× exp
( 1

8πu2
z⊥

det y

(
y2,2

∂2

∂N2
1

− 2y1,2
∂

∂N1

∂

∂N2
+ y1,1

∂2

∂N2
2

))
exp

(
− 1

8πu2
z⊥

det y

(
y2,2

∂2

∂N2
1

− 2y1,2
∂

∂N1

∂

∂N2
+ y1,1

∂2

∂N2
2

))
[
(λ1 +N1u, uz⊥)h

+
1 (λ2 +N2u, uz⊥)h

+
2

]
×

×e
(
− 1

4
tr(nntA−1)− 1

2
tr(BnA−1)− 1

4
tr(BBtA−1)

)
=

= det(−2iA)−1/2
∑
h+

1 ,h
+
2

exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λ)

)
· (λ1 +N1u, uz⊥)h

+
1 ×

1If f and g are smooth maps defined on Rp,q, such that the variables of dependence of f are pairwise differ-
ent to the ones of g, then ∆(fg) = ∆(f)g+f∆(g). This implies that exp(∆)(fg) = [exp(∆)(f)] · [exp(∆)(g)].
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×(λ2 +N2u, uz⊥)h
+
2 · e

(
− 1

4
tr(nntA−1)− 1

2
tr(BnA−1)− 1

4
tr(BBtA−1)

)
.

We may compute (λj +Nju, uz⊥), for j = 1, 2, as the j-th entry of the vector

(uz⊥ ,λ) +
(
N1
N2

)
u2
z⊥ = (uz⊥ ,λ)− 1

2i

(
n+ (uz⊥ ,λ)τ + (uz,λ)τ̄

)
y−1 =

= − 1

2i

(
n+ (u,λ)x− i(u,λ)y

)
y−1) = − 1

2i

(
n+ (u,λ)τ̄

)
y−1.

We replace the values of A and B into (4.4.22) using that detA = −u4
z⊥

det y, and then
replace ĥ(λ, g;n) in (4.4.16). The resulting formula may be further simplified rewriting

tr
(

(ntny−1) + 2(λ, u)nxy−1 + (λ, u)(λ, u)tx2y−1 + (λ, u)(λ, u)ty
)

=

= tr
(
n+ (u,λ)τ

)t(
n+ (u,λ)τ̄

)
y−1,

to eventually obtain (4.4.11). �

Theorem 4.4.7. Let µ ∈ (LLor ⊗ R)⊕ Ru be the vector

µ = −u′ + uz⊥/2u
2
z⊥ + uz/2u

2
z.

The theta function ΘL,2(τ, g,P) satisfies

ΘL,2(τ, g,P) =
1

2u2
z⊥

√
det y

∑
c,d∈Z1×2

∑
h+

1 ,h
+
2

exp
(
− π

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)
×

×
[(
cτ̄ + d

)
y−1
]h+

1

1

[(
cτ̄ + d

)
y−1
]h+

2

2

(−2i)h
+
1 +h+

2

ΘLLor,2(τ, µd,−µc, g#,Pg#,h+
1 ,h

+
2

).

In Theorem 4.4.7, the theta functions ΘLLor,2 are attached to some polynomials Pg#,h+
1 ,h

+
2
,

which may be non-very homogeneous. Such theta functions are considered as in Defini-
tion 4.3.4. They are absolutely convergent, as illustrated in [Roe21, p. 2].

Remark 4.4.8. When we use ΘLLor,2 in Theorem 4.4.7, we should write as argument µLLor
,

namely the projection of µ to LLor ⊗ R, instead of µ. However, since µLLor
= µ− (µ, u′)u,

we have
µw = (µLLor

)w = −u′w,
µw⊥ = (µLLor

)w⊥ = −u′w⊥ ,
(µ, u) = (µLLor

, u).

This explain why we may use such abuse of notation. Note also that the orthogonal
projection L⊗ R→ LLor ⊗ R induces an isometric isomorphism w⊥ ⊕ w → w⊥Lor ⊕ wLor =
LLor ⊗ R. This implies that we may identify w with wLor and consider w as an element
of Gr(LLor); see [Bru02, p. 42]. Analogously, we may regard g#|LLor⊗R as an element
of SO(LLor ⊗ R).

Proof of Theorem 4.4.7. Every λ ∈ (LLor⊕Zu′)2 can be rewritten as λ = λLor + cu′

in a unique way, where λLor ∈ L2
Lor and c ∈ Z1×2. Using that u and u′ are orthogonal

to LLor by construction, we may rewrite the formula provided by Lemma 4.4.6 as

ΘL,2(τ, g,P) =

=
1

2u2
z⊥

√
det y

∑
c,d∈Z1×2

∑
h+

1 ,h
+
2

∑
λLor∈L2

Lor

exp
(
− π

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)
×

×
[(
cτ̄ + d

)
y−1
]h+

1

1

[(
cτ̄ + d

)
y−1
]h+

2

2

(−2i)h
+
1 +h+

2

· exp
(
− πi

u2
z⊥

tr
(
(λLor + cu′, uz⊥ − uz)d

))
×
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× exp
(
− 1

8π
tr(∆y−1)

)
(Pg#,h+

1 ,h
+
2

)
(
g0 ◦ g#(λLor − cµ)

)
×

×e
(

tr
(
q(λLor − cµ)w⊥τ

)
+ tr

(
q(λLor − cµ)wτ̄

))
,

where we denote by [ · ]j the extraction of the j-th entry, and we write q(v)w instead
of q((v)w), for every v ∈ (L⊗ R)2, same for w⊥ in place of w. To conclude the proof, it is
enough to check that

exp
(
− πi

u2
z⊥

tr
(
(λLor + cu′, uz⊥ − uz)d

))
= e
(
− tr(λLor − µc/2, µd)

)
.

This may be proved as in [Bor98, End of the proof of Theorem 5.2]. �

The following results illustrate how to rewrite the formula provided by Theorem 4.4.7
in terms of vectors in Z1×2 with coprime entries, as well as in terms of the the Klingen
parabolic subgroup of Sp4(Z).

Corollary 4.4.9. The theta function ΘL,2(τ, g,P) satisfies
(4.4.23)

ΘL,2(τ, g,P) =
1

2u2
z⊥

√
det y

ΘLLor,2(τ, g#,Pg#,0,0)+

+
1

2u2
z⊥

√
det y

∑
c,d∈Z1×2

gcd(c,d)=1

∑
r≥1

∑
h+

1 ,h
+
2

(
− r

2i

)h+
1 +h+

2 [(
cτ̄ + d

)
y−1
]h+

1

1

[(
cτ̄ + d

)
y−1
]h+

2

2
×

× exp
(
− πr2

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)

ΘLLor,2(τ, rµd,−rµc, g#,Pg#,h+
1 ,h

+
2

).

Proof. This is a direct consequence of Theorem 4.4.7. The first summand on the
right-hand side of (4.4.23) arises from the couple (c, d) = (0, 0), which is not taken into
account in the second summand on the right-hand side of (4.4.23). �

Definition 4.4.10. The Klingen parabolic subgroup C2,1 is the subgroup of matrices
in Sp4(Z) whose last row equals ( 0 0 0 1 ), namely

C2,1 =
{( ∗ ∗

01,3 ∗
)
∈ Sp4(Z)

}
.

Corollary 4.4.11. The theta function ΘL,2(τ, g,P) satisfies
(4.4.24)

ΘL,2(τ, g,P) =
1

2u2
z⊥

√
det y

ΘLLor,2(τ, g#,Pg#,0,0)+

+
1

2u2
z⊥

√
det y

∑
( ∗ ∗c d )∈C2,1 \Sp4(Z)

∑
r≥1

∑
h+

1 ,h
+
2

(
− r

2i

)h+
1 +h+

2 [(
cτ̄ + d

)
y−1
]h+

1

1

[(
cτ̄ + d

)
y−1
]h+

2

2
×

× exp
(
− πr2

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)

ΘLLor,2(τ, rµd,−rµc, g#,Pg#,h+
1 ,h

+
2

),

where (c d) is the last row of ( ∗ ∗c d ) ∈ C2,1 \ Sp4(Z).

Proof. It is well-known that the function mapping a matrix in Sp4(Z) to its last row
induces a bijection between C2,1 \ Sp4(Z) and the set of vectors in Z4 with coprime entries.
We may use such result to rewrite the formula provided by Corollary 4.4.9 as in (4.4.24). �
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4.5. The Kudla–Millson theta form

This section gathers all properties about the Kudla–Millson theta form Θ(τ, z, ϕKM,2)
of genus 2 we need for the purposes of this chapter. Such theta form was introduced with
Definition 4.1.1. We follow the same pattern of Section 3.3, that is, after a brief recall
of some well-known properties, we deduce an explicit formula for Θ(τ, z, ϕKM,2) via the
formula of ϕKM,2 provided by Proposition 4.2.3. Eventually, we rewrite Θ(τ, z, ϕKM,2) with
respect to the Siegel theta functions ΘL,2 introduced in Section 4.3, and then with respect
to the splitting L = LLor ⊕ U .

As in the previous section, the even lattice L is unimodular of signature (b, 2), where b > 2.
We fix once and for all an even integer k = 1 + b/2. If Γ is a finite index subgroup of O+(L),
we denote by XΓ the orthogonal Shimura variety arising from Γ.

Given τ = x+ iy ∈ H2, we denote by gτ ∈ Sp4(R) the standard element which moves
the base point i ∈ H2 to τ , that is

(4.5.1) gτ = ( 1 x
0 1 )

(
a 0
0 (at)−1

)
, for some a ∈ SL2(R) such that y = a(at)−1.

Usually, we consider gτ to be the standard element with a = y1/2 in (4.5.1). In fact, the
imaginary part y of τ is a real positive definite symmetric matrix, and such matrices admit
a unique square root matrix which is positive definite.

4.5.1. Fundamentals on the Kudla–Millson theta form. Let Ak2 be the space of
analytic functions on H2 satisfying the weight k Siegel modular transformation property with
respect to Sp4(Z). The theta form Θ(τ, z, ϕKM,2) is a non-holomorphic modular form with
respect to the variable τ ∈ H2, and a closed 4-form with respect to the variable z ∈ Gr(L),
in short Θ(τ, z, ϕKM,2) ∈ Ak2 ⊗Z4(D). In fact, the Kudla–Millson theta form is Γ-invariant
for every subgroup Γ of finite index in O+(L). This can be proven as in e.g. Lemma 3.3.1.
Therefore Θ(τ, z, ϕKM,2) descends to an element of Ak2 ⊗Z4(XΓ).

Kudla and Millson showed in [KM90] that the T -th Fourier coefficient of Θ(τ, z, ϕKM,2)

is a Poincaré dual form for the special cycle Z(T ), for every T ∈ Λ+
2 . Moreover, they proved

that the cohomology class [Θ(τ, z, ϕKM,2)] is a holomorphic modular form with values
in H2,2(XL), and coincides with Kudla’s generating series of special cycles; see [Kud04,
Theorem 3.1].

By Corollary 4.2.5, namely the spread of ϕKM,2 to the whole D, we may rewrite the
Kudla–Millson theta form as

(4.5.2)

Θ(τ, z, ϕKM,2) =
b∑

α,γ=1
α<γ

b∑
β,δ=1
β<δ

(det y)−k/2
∑
λ∈L2

(
ω∞,2(gτ )(Qαϕ0,2)

)(
g0 ◦ g(λ)

)
︸ ︷︷ ︸

=:Fα(τ,g)

⊗

⊗g∗
(
ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2

)
,

where g ∈ G is any isometry of V = L⊗ R mapping z to the base point z0 of Gr(L), and
where Qα is the polynomial computed in Proposition 4.2.3. Recall that for simplicity we
write α instead of the vector of indexes (α, β, γ, δ). Since the Kudla–Millson Schwartz
function is the spread to the whole D = Gr(L) of an element of S(V 2) ⊗

∧4(p∗) which
is K-invariant, we deduce that (4.5.2) does not depend on the choice of g mapping z to z0.

One of the goals of Section 4.5.2 is to rewrite the auxiliary functions Fα arising as
in (4.5.2) in terms of Siegel theta functions of genus 2. This is achieved under the assumption
that α 6= β and γ 6= δ.

4.5.2. The Kudla–Millson theta form in terms of Siegel theta functions. In this
section, we rewrite the Kudla–Millson theta form Θ(τ, z, ϕKM,2) in terms of Siegel theta
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functions of genus 2. The latter are introduced in Section 4.3. We then rewrite the theta
form with respect to a splitting L = LLor ⊕ U , applying the results of Section 4.4.

The following result is the generalization of Lemma 3.3.4 in genus 2. We suggest the
reader to recall the construction of the very homogeneous polynomials Pα from (4.2.10).

Lemma 4.5.1. Let α = (α, β, γ, δ) be such that α 6= β and γ 6= δ. We may rewrite the
auxiliary function Fα as

(4.5.3) Fα(τ, g) = det y ·ΘL,2(τ, g,Pα),

where τ = x+ iy ∈ H2 and g ∈ G.

Proof. We recall that if α 6= β and γ 6= δ, then Qα = Pα. We use (4.2.4) to compute

(4.5.4)
ω∞,2(gτ )(Pαϕ0,2)

(
g0 ◦ g(v)

)
= ω∞,2 ( 1 x

0 1 )
(

det yk/2Pαϕ0,2

)(
g0 ◦ g(v

√
y)
)

=

= det yk/2 · Pα
(
g0 ◦ g(v

√
y)
)
· e
(

trxq(v)
)
· ϕ0,2

(
g0 ◦ g(v

√
y)
)
,

where v ∈ (Rb,2)2. Recall that we denote by (·,·)z the standard majorant (4.2.2) associated
to z. We may rewrite the product of the last two factors appearing in the right-hand side
of (4.5.4) as

(4.5.5)

e
(

tr(xq(v)
)
· ϕ0,2

(
g0 ◦ g(v

√
y)
)

= e
(

tr
(
q(v)x

))
· exp

(
− π tr

(
(v,v)zy

))
=

= e
(

tr
(
q(vz⊥)x

)
+ tr

(
q(vz)x

))
· e
(
i tr
(
q(vz⊥)y

)
− i tr

(
q(vz)y

))
=

= e
(

tr
(
q(vz⊥)τ

)
+ tr

(
q(vz)τ̄

))
.

This, together with the very homogeneity of the polynomial Pα, which is of degree (2, 0)
by Lemma 4.2.6, implies that

Fα(τ, g) = det y ·
∑
λ∈L2

Pα
(
g0 ◦ g(λ)

)
· e
(

tr q(λz⊥)τ + tr q(λz)τ̄
)
.

As already remarked in Example 4.3.2, the polynomial Pα is harmonic. This and Re-
mark 4.3.5 imply (4.5.3). �

We recall that dx dy :=
∏
k≤` dxk,` dyk,` is the Euclidean volume element of H2, and

that dx dy
det y3 is the standard Sp4(Z)-invariant volume element of H2; see [Kli90, p. 10] for

further information. Using the modularity of the genus 2 Siegel theta functions associated
to very homogeneous polynomials, namely Theorem 4.3.9, we deduce the following result.

Lemma 4.5.2. Let α = (α, β, γ, δ) be such that α 6= β and γ 6= δ, and let g ∈ G. The
function det ykf(τ)Fα(τ, g) is Sp4(Z)-invariant on H2. In particular, the integral

(4.5.6)
∫

Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3

is well-defined, and can be computed over any fundamental domain of H2 with respect to
the action of Sp4(Z).

Proof. Let M =
(
A B
C D

)
∈ Sp4(Z). It is well-known that

(Cτ̄ +D)t=(M · τ)(Cτ +D) = =(τ),

where τ = x+iy ∈ H2. In particular det(=(M ·τ)) = det y/|det(Cτ+D)|2. By Lemma 4.5.1,
together with the modular transformation of f and the one of ΘL,2, namely Theorem 4.3.9,
it is trivial to check the stated Sp4(Z)-invariance. �

130



We conclude this section with the following result, which will be useful to unfold some
of the defining integrals of the genus 2 Kudla–Millson lift.

Corollary 4.5.3. Let α = (α, β, γ, δ) be such that α 6= β and γ 6= δ. We may rewrite the
auxiliary function Fα(τ, g) with respect to the splitting L = LLor ⊕ U as
(4.5.7)

Fα(τ, g) =

√
det y

2u2
z⊥

ΘLLor,2(τ, g#,Pα,g#,0,0)+

+

√
det y

2u2
z⊥

∑
( ∗ ∗c d )∈C2,1 \Sp4(Z)

∑
r≥1

∑
h+

1 ,h
+
2

(
− r

2i

)h+
1 +h+

2 [(
cτ̄ + d

)
y−1
]h+

1

1

[(
cτ̄ + d

)
y−1
]h+

2

2
×

× exp
(
− πr2

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)

ΘLLor,2(τ, rµd,−rµc, g#,Pα,g#,h+
1 ,h

+
2

).

Proof. It is a direct consequence of Lemma 4.5.1 and Corollary 4.4.11. �

4.6. The unfolding of the Kudla–Millson lift

In this section we unfold the defining integrals of the genus 2 Kudla–Millson theta
lift ΛKM

2 : Sk2 → Z4(D) associated to indexes α = (α, β, γ, δ) such that α 6= β and γ 6= δ.
The lift ΛKM

2 was introduced with Definition 4.1.2. Via the rewriting (4.5.2) of the
Kudla–Millson theta form, we may rewrite ΛKM

2 more explicitly as

(4.6.1)
ΛKM

2 (f) =
b∑

α,γ=1
α<γ

b∑
β,δ=1
β<δ

(∫
Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3

)
×

×g∗
(
ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2

)
,

for every Siegel cusp form f ∈ Sk2 , and for every g ∈ G = SO(L⊗ R) mapping z to z0. The
value of ΛKM

2 (f) on z does not depend on the choice of such g. We refer to the integrals
appearing as coefficients in (4.6.1), namely

(4.6.2)
∫

Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3
,

as the defining integrals of ΛKM
2 (f). The goal of this section is to apply the unfolding trick

to such integrals.
The unfolding trick of genus 2 is recalled in Section 4.6.1. We apply it to the defining

integrals of ΛKM
2 in Section 4.6.2, while in Section 4.6.3 we compute the Fourier expansion

of such defining integrals.
Although this unfolding is analogous to the one achieved in Chapter 3, the behavior

of the Siegel theta functions ΘL,2(τ, g#,Pα,g#,h+
1 ,h

+
2

) appearing in the unfolded integrals
differs from the one of their counterparts in genus 1. In fact, we will see that such theta
functions of genus 2 are not always modular; see Remark 4.6.4.

4.6.1. The unfolding trick in genus 2. We recall here the unfolding trick of genus 2.
The classical unfolding trick of genus 1 is illustrated in Section 3.5.1.

The unfolding trick enables us to simplify an integral of the form

(4.6.3)
∫

Sp4(Z)\H2

H(τ)
dx dy

det y3
,
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where H : H2 → C is a Sp4(Z)-invariant function, in the case where H can be written as
an absolutely convergent series of the form

(4.6.4) H(τ) =
∑

M∈C2,1 \ Sp4(Z)

h(M · τ),

for some C2,1-invariant map h, where C2,1 is the Klingen parabolic subgroup of Sp4(Z).
The unfolding trick aims to rewrite the integral (4.6.3) as an integral of h over the unfolded
domain C2,1 \H2, more precisely as

(4.6.5)
∫

Sp4(Z)\H2

H(τ)
dx dy

det y3
= 2

∫
C2,1 \H2

h(τ)
dx dy

det y3
.

Let ΓJ = SL2(Z)nZ2 be the Jacobi modular group, and let τj = xh+iyj for every 1 ≤ j ≤ 3.
Since we can choose

(4.6.6) S =
{
τ ∈ H2 : (τ1, τ2) ∈ ΓJ\H1 × C, y3 > y2

2/y1, x3 ∈ [0, 1]
}
,

as fundamental domain of the action of C2,1 on H2, as explained for instance in [BD18,
p. 370], the integral on the right-hand side of (4.6.5) is easier to compute with respect to
the one on the left-hand side.

Let F be a fundamental domain of the action of Sp4(Z) on H2. The equality (4.6.5)
can be easily checked as∫

Sp4(Z)\H2

H(τ)
dx dy

det y3
=

∫
F

∑
M∈C2,1 \Sp4(Z)

h(M · τ)
dx dy

det y3
=

=
∑

M∈C2,1 \Sp4(Z)

∫
F
h(M · τ)

dx dy

det y3
=

∑
M∈C2,1 \Sp4(Z)

∫
M ·F

h(τ)
dx dy

det y3
=

= 2

∫
C2,1 \H2

h(τ)
dx dy

det y3
,

where the factor 2 arises because the classes of
(
I2 0
0 I2

)
and

(−I2 0
0 −I2

)
in C2,1 \ Sp4(Z) are

different.

4.6.2. The unfolding of ΛKM
2 . To unfold the defining integrals (4.6.2) of the Kudla–

Millson lift via the procedure illustrated in Section 4.6.1, we need to find C2,1-invariant
functions hα(τ, g) such that
(4.6.7)

det ykf(τ)Fα(τ, g) =
det yk+1/2f(τ)

2u2
z⊥

ΘLLor,2(τ, g#,Pα,g#,0,0) +
∑

M∈C2,1 \ Sp4(Z)

hα(M · τ, g),

for every g ∈ G and z ∈ Gr(L) such that g maps z to the base point z0. The first summand
on the right-hand side of (4.6.7) arises from the error term associated to c = d = 0 appearing
on the right-hand side of (4.5.7). As we will see, such summand is the constant term of the
Fourier expansion of the defining integral (4.6.2).

We provide results in this direction under the assumption that α 6= β and γ 6= δ. In fact,
we know that in this case Qα = Pα is very homogeneous. It is still an open problem to
understand the behavior of Qα outside these hypotheses, and will be hopefully investigated
in a future work.
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Theorem 4.6.1. If α 6= β and γ 6= δ, then such function hα exists. It can be chosen as

(4.6.8)
hα(τ, g) =

det yk+1/2f(τ)

2u2
z⊥

∑
r≥1

exp
(
− πr2

2u2
z⊥

[y−1]2,2

) ∑
h+

1 ,h
+
2

( r
2i

)h+
1 +h+

2 ×

×[y−1]
h+

1
2,1 · [y

−1]
h+

2
2,2 ·ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

)
.

To prove Theorem 4.6.1, we need to introduce the following auxiliary functions.

Definition 4.6.2. We define the auxiliary function χh+ as

χh+(τ, δ,ν, g#) :=
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[τy−1]
h+

1
2,1 · [τy

−1]
h+

2
2,2 ·ΘLLor,2(τ, δ,ν, g#,Pα,g#,h+

1 ,h
+
2

),

for every τ = x+ iy ∈ H2, δ,ν ∈ (LLor ⊗ R)2, 0 ≤ h+ ≤ 2, and g ∈ G.

Since if =(τ) = y = ( y1 y2
y2 y3 ), then y−1 = 1

det y

( y3 −y2
−y2 y1

)
and

τy−1 =
1

det y

(
y3τ1 − y2τ2 y1τ2 − y2τ1

y3τ2 − y2τ3 y1τ3 − y2τ2

)
,

we deduce that

(4.6.9) [τy−1]2,1 =
y3τ2 − y2τ3

det y
and [τy−1]2,2 =

y1τ3 − y2τ2

det y
.

This implies that we may rewrite χh+ as

(4.6.10)

χh+(τ, δ,ν, g#) =
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

det y−(h+
1 +h+

2 )(y3τ2 − y2τ3)h
+
1 · (y1τ3 − y2τ2)h

+
2 ×

×ΘLLor,2(τ, δ,ν, g#,Pα,g#,h+
1 ,h

+
2

).

For future use, we compute here also
[
τy−1τ̄

]
2,1

and
[
τy−1τ̄

]
2,2

. Since

τy−1τ̄ =
1

det y

(
y3|τ1|2 − y2τ2τ1 + y1|τ2|2 − y2τ1τ2 y3τ1τ2 − y2|τ2|2 + y1τ2τ3 − y2τ1τ3

y3τ2τ1 − y2τ3τ1 + y1τ3τ2 − y2|τ2|2 y3|τ2|2 − y2τ3τ2 + y1|τ3|2 − y2τ2τ3

)
,

we have

(4.6.11)

[
τy−1τ̄

]
2,1

=
y3τ2τ1 − y2τ3τ1 + y1τ3τ2 − y2|τ2|2

det y
,

[
τy−1τ̄

]
2,2

=
y3|τ2|2 − y2τ3τ2 + y1|τ3|2 − y2τ2τ3

det y
.

Theorem 4.6.3. For every 0 ≤ h+ ≤ 2, the auxiliary function χh+ is such that

(4.6.12)

χh+(τ, δ,ν, g#) = (det τ)−1/2(det τ̄)−(b−1)/2−2×

×
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[τy−1τ̄ ]
h+

1
2,1 · [τy

−1τ̄ ]
h+

2
2,2 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,h+

1 ,h
+
2

).

Remark 4.6.4. Along the proof of Theorem 4.6.3, we will prove that the Siegel theta
function ΘLLor,2(τ, δ,ν, g#,Pα,g#,h+

1 ,h
+
2

) is non-modular whenever either h+
1 or h+

2 differs
from zero. This is a consequence of their behavior with respect to the action of the symplectic
matrix S =

(
0 −I2
I2 0

)
on H2, which is illustrated in (4.6.14), (4.6.15) and (4.6.16).
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Proof. Case h+ = 2: We begin by rewriting the Siegel theta function associated
to Pα,g#,0,2 as

(4.6.13) ΘLLor,2(τ, δ,ν, g#,Pα,g#,0,2) = e
(

tr(ν, δ/2)
) ∑
λ∈L2

Lor

hτ,δ,ν,g#(λ),

where hτ,δ,ν,g#(λ) := fτ,g#,0,2(λ + ν) · e
(
− tr(λ + ν, δ)

)
, and fτ,g#,0,2 is the function

introduced in Lemma 4.4.5. The idea is to apply the Poisson summation formula to the
right-hand side of (4.6.13). To do so, we compute the Fourier transform of hτ,δ,ν,g# using
the properties illustrated in Lemma 4.3.6. We have

̂hτ,δ,ν,g#(λ) = ̂fτ,g#,0,2(λ− δ) · e
(
− tr(λ,ν)

)
.

We now apply the Poisson summation formula and, using the formula of ̂fτ,g#,0,2 provided
by Lemma 4.4.5, deduce that

ΘLLor,2(τ, δ,ν, g#,Pα,g#,0,2) =

= e
(

tr(ν, δ/2)
) ∑
λ∈L2

Lor

̂hτ,δ,ν,g#(λ) =
∑
λ∈L2

Lor

̂fτ,g#,0,2(λ− δ) · e
(
− tr(λ− δ/2,ν)) =

= det(τ)−(b−1)/2−2 det(τ̄)−1/2
∑
λ∈L2

Lor

[
τ2

3 · f−τ−1,g#,0,2(λ− δ)+

+τ2τ3 · f−τ−1,g#,1,1(λ− δ) + τ2
2 · f−τ−1,g#,2,0(λ− δ)

]
e
(
− tr(λ− δ/2,ν)).

In the sum over L2
Lor above, we replace λ with −λ. Since all polynomials Pα,g#,h+

1 ,h
+
2

satisfying h+
1 + h+

2 = 2 are such that Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g(−ξ)

)
= Pα,g#,h+

1 ,h
+
2

(
g0 ◦ g(ξ)

)
by (4.4.7), we deduce that

(4.6.14)

ΘLLor,2(τ, δ,ν, g#,Pα,g#,0,2) =

= det(τ)−(b−1)/2−2 det(τ̄)−1/2 ·
[
τ2

3 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,2)+

+τ2τ3 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,1,1)+

+τ2
2 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,2,0)

]
.

With the same procedure, one can show also that

(4.6.15)

ΘLLor,2(τ, δ,ν, g#,Pα,g#,1,1) =

= det(τ)−(b−1)/2−2 det(τ̄)−1/2 ·
[
2τ2τ3 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,2)+

+(τ1τ3 + τ2
2 ) ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,1,1)+

+2τ1τ2 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,2,0)
]
.

and that

(4.6.16)

ΘLLor,2(τ, δ,ν, g#,Pα,g#,2,0) =

= det(τ)−(b−1)/2−2 det(τ̄)−1/2 ·
[
τ2

2 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,2)+

+τ2τ1 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,1,1)+

+τ2
1 ·ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,2,0)

]
.
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We replace (4.6.14), (4.6.15) and (4.6.16) in (4.6.10), rewriting χ2(τ, δ,ν, g#) as

χ2(τ, δ,ν, g#) = det y−2 det(τ)−1/2 det(τ̄)−(b−1)/2−2×
(4.6.17)

×
[(

(y1τ3 − y2τ2)2 · τ3
2 + 2(y3τ2 − y2τ3)(y1τ3 − y2τ2)τ2τ3 + (y3τ2 − y2τ3)2τ2

2
)
×

×ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,2)+

+
(

(y1τ3 − y2τ2)2τ2τ3 + (y3τ2 − y2τ3)(y1τ3 − y2τ2)(τ1τ3 + τ2
2) + (y3τ2 − y2τ3)2τ2τ1

)
×

×ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,1,1)+

+
(

(y1τ3 − y2τ2)2τ2
2 + 2(y3τ2 − y2τ3)(y1τ3 − y2τ2)τ1τ2 + (y3τ2 − y2τ3)2τ1

2
)
×

×ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,2,0)
]
.

The factor appearing in front of ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,2) in (4.6.17) equals

(4.6.18)
y2

1|τ3|4 + 2y1y3|τ2|2|τ3|2 + 2y2
2|τ2|2|τ3|2 + y2

3|τ2|4 + 2y2
2<(τ2

2 τ3
2)−

−4y1y2|τ3|2<(τ2τ3)− 4y2y3|τ2|2<(τ2τ3).

We verify that it equals [τy−1τ̄ ]22,2 · det y2. We compute the latter via (4.6.11) as

(4.6.19)
y2

1|τ3|4 + 2y1y3|τ2|2|τ3|2 + y2
3|τ2|4 − 4y1y2|τ3|2<(τ2τ3)−

−4y2y3|τ2|2<(τ2τ3) + 4y2
2

(
<(τ3τ2)

)2
.

Recall that if a, b ∈ C, then 2
(
<(ab)

)2
= <(a2b2) + |a|2|b|2. This implies that

4y2
2<(τ3τ2) = 2y2

2|τ2|2|τ3|2 + 2y2
2<(τ2

2 τ3
2),

and hence that (4.6.19) equals (4.6.18).
We skip the computation of the factors in front of ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,1,1)

and ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,2,0) appearing in (4.6.17), as well as the check that such
quantities are equal to respectively [τy−1τ̄ ]2,1 · [τy−1τ̄ ]2,2 · det y2 and [τy−1τ̄ ]22,1 · det y2. In
fact, the procedure is analogous to the previous one.

Case h+ = 1: It is analogous to the case h+ = 2. For this reason, we skip it.
Case h+ = 0: It is enough to check that

ΘLLor,2(τ, δ,ν, g#,Pα,g#,0,0) = (det τ̄)−1/2(det τ)−(b−1)/2−2×

×ΘLLor,2(−τ−1,−ν, δ, g#,Pα,g#,0,0).

This can be done using the Poisson summation formula, as we did above for the case h+ = 2,
together with Lemma 4.4.5. In fact, since the polynomial Pα,g#,0,0 is very homogeneous of
degree (2, 0) by Lemma 4.4.3, such theta function is modular ; cf. Theorem 4.3.9. �

We are now ready to prove Theorem 4.6.1.

Proof of Theorem 4.6.1. By Corollary 4.5.3, it is enough to prove that

(4.6.20)

hα(M · τ, g) =

=
det yk+1/2f(τ)

2u2
z⊥

∑
r≥1

∑
h+

1 ,h
+
2

( r
2i

)h+
1 +h+

2 [(
cτ + d

)
y−1
]h+

1

1

[(
cτ + d

)
y−1
]h+

2

2
×

× exp
(
− πr2

2u2
z⊥

tr
(
cτ + d

)t(
cτ̄ + d

)
y−1
)

ΘLLor,2(τ, rµd,−rµc, g#,Pα,g#,h+
1 ,h

+
2

),
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for every M =
( ∗ ∗
C D

)
∈ C2,1 \ Sp4(Z), where c (resp. d) is the last row of C (resp. D).

Since Pα,g#,h+
1 ,h

+
2

is very homogeneous only when h+
1 = h+

2 = 0 by Lemma 4.4.3,
if we compute Pα,g#,h+

1 ,h
+
2

(
g0 ◦ g#(v · N)

)
for some N ∈ C2×2, we do not obtain a

multiple of Pα,g#,h+
1 ,h

+
2

(
g0 ◦ g#(v)

)
in general. In fact, the result is a linear combination

of polynomials Pα,g#,h′+1 ,h′+2

(
g0 ◦ g#(v)

)
such that h′+1 + h′+2 = h+

1 + h+
2 , where the linear

coefficients depend on the entries of the matrix N ; see Lemma 4.4.4. This remark leads
us to gather all summands of hα appearing in (4.6.8) that have the same sum h1 + h2,
defining an auxiliary function ηh+ as

ηh+(τ, g#) =
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[y−1]
h+

1
2,1 · [y

−1]
h+

2
2,2 ·ΘLLor,2(τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

).

In this way, we may rewrite hα as

hα(τ, g) =
det yk+1/2f(τ)

2u2
z⊥

∑
r≥1

exp
(
− πr2

2u2
z⊥

[y−1]2,2

)∑
h+

( r
2i

)h+

ηh+(τ, g#).

Therefore, we have

hα(M · τ, g) =
det
(
=(M · τ)

)k+1/2
f(M · τ)

2u2
z⊥

×

×
∑
r≥1

exp
(
− πr2

2u2
z⊥

tr(cτ + d)t(cτ̄ + d)y−1
)∑
h+

( r
2i

)h+

ηh+(M · τ, g#) =

=
det yk+1/2f(τ)

2u2
z⊥

∑
r≥1

exp
(
− πr2

2u2
z⊥

tr(cτ + d)t(cτ̄ + d)y−1
)
×

×
∑
h+

( r
2i

)h+

det(Cτ +D)−1/2 det(Cτ̄ +D)−k−1/2ηh+(M · τ, g#).

We prove (4.6.20) by showing that
(4.6.21)
ηh+(M · τ, g#) = det(Cτ +D)1/2 det(Cτ̄ +D)k+1/2×

×
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[(cτ + d)y−1]
h+

1
1 · [(cτ + d)y−1]

h+
2

2 ΘLLor,2(τ, rµd,−rµc, g#,Pα,g#,h+
1 ,h

+
2

),

for every 0 ≤ h+ ≤ 2. Since Sp4(Z) is generated by the matrices of the form

TB =
(
I2 B
0 I2

)
, where B = Bt ∈ Z2×2, and S =

(
0 −I2
I2 0

)
,

it is enough to check (4.6.21) for such generators. For TB, this is implied by the trivial
identity

ΘLLor,2(τ +B, δ + νB,ν, g#,Pα,g#,h+
1 ,h

+
2

) = ΘLLor,2(τ, δ,ν, g#,Pα,g#,h+
1 ,h

+
2

),

which holds for every δ,ν ∈ (LLor ⊗ R)2, even if Pα,g#,h+
1 ,h

+
2
is non-very homogeneous.

We conclude the proof by showing (4.6.21) when we replace M by S. Such equation
becomes

(4.6.22) ηh+(−τ−1, g#) = (det τ)1/2(det τ̄)k+1/2χh+(τ, 0,−(0, rµ), g#),
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where χh+ is the auxiliary function of Definition 4.6.2. Since the identity

(Cτ̄ +D)t=(Mτ)(Cτ +D) = =(τ),

read withM = S, may be rewritten as =(−τ−1)−1 = τy−1τ̄ , we may compute ηh+(−τ−1, g#)
as

ηh+(−τ−1, g#) =

=
∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[τy−1τ̄ ]
h+

1
2,1 · [τy

−1τ̄ ]
h+

2
2,2 ·ΘLLor,2(−τ−1, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

).

Hence, the identity we want to prove, namely (4.6.22), can be now rewritten as∑
h+

1 ,h
+
2

h+
1 +h+

2 =h+

[τy−1τ̄ ]
h+

1
2,1 · [τy

−1τ̄ ]
h+

2
2,2 ·ΘLLor,2(−τ−1, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

) =

= (det τ)1/2(det τ̄)k+1/2χh+(τ, 0,−(0, rµ), g#).

Theorem 4.6.3 concludes the proof. �

We may then unfold the defining integrals (4.6.2) of the genus 2 Kudla–Millson lift as
(4.6.23)∫

Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3
=

=

∫
Sp4(Z)\H2

det yk+1/2f(τ)

2u2
z⊥

ΘLLor,2(τ, g#,Pα,g#,0,0)
dx dy

det y3
+ 2

∫
C2,1 \H2

hα(τ, g)
dx dy

det y3
,

4.6.3. Fourier series of unfolded integrals. In this section we compute the Fourier
expansion of the defining integrals (4.6.2) of the Kudla–Millson lift ΛKM

2 , for every vector
of indexes α = (α, β, γ, δ) such that α 6= β and γ 6= δ. The case of all remaining α is not
treated in this work, and is left for future investigation.

By Theorem 4.6.1, using the fundamental domain (4.6.6) of H2 with respect to the
action of C2,1, we may rewrite the last term of the right-hand side of (4.6.23) as
(4.6.24)

2

∫
C2,1 \H2

hα(τ, g)
dx dy

det y3
=

=

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∫ 1

x3=0

det yk+1/2f(τ)

u2
z⊥

∑
r≥1

∑
h+

1 ,h
+
2

( r
2i

)h+
1 +h+

2
[y−1]

h+
1

2,1 · [y
−1]

h+
2

2,2×

× exp
(
− πr2

2u2
z⊥

[y−1]2,2

)
ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

) dx dy
det y3

,

where τ = ( τ1 τ2τ2 τ3 ) ∈ H2, with analogous notation for the real part x and the imaginary
part y. Recall from Section 3.3.2 that µ is the vector in (LLor ⊗ R)⊕ Ru defined as

µ = −u′ + uz⊥/2u
2
z⊥ + uz/2u

2
z.

We are going to replace in (4.6.24) the Siegel cusp form f ∈ Sk2 with its Fourier–Jacobi
expansion, and the genus 2 Siegel theta function ΘLLor,2 with its defining series.

We denote the Fourier–Jacobi expansion of f by

(4.6.25) f(τ) =
∑
m>0

φm(τ1, τ2) · e(mτ3) =
∑
m>0

φm(τ1, τ2) · exp(−2πmy3) · e(mx3).
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To compute the Fourier coefficients of the defining integrals, we need to rewrite the
Siegel theta functions ΘLLor,2 with respect to the entry τ3 of τ . To simplify the notation,
we introduce what we call “Jacobi-like theta functions”. We explain the choice of such name
in Remark 4.6.6.

Definition 4.6.5. The Jacobi-like theta function associated to LLor and Pα,g#,h+
1 ,h

+
2
is

defined as

(4.6.26)

ΘJ
LLor

(τ, δ, ν, ρ, g#,P) =
∑

λ∈LLor

exp
(
− 1

8π
tr(∆y−1)

)
(P)
(
g0 ◦ g#(λ+ ν, ρ)

)
×

×e
(
τ1 · q

(
(λ+ ν)w⊥

)
+ τ1 · q

(
(λ+ ν)w

)
+ τ2 · (λ+ ν, ρw⊥) + τ2 · (λ+ ν, ρw)

)
×

×e
(
− (λ+ ν/2, δ)

)
,

for every δ, ν ∈ LLor ⊗ R, and ρ ∈ LLor, where τ = ( τ1 τ2τ2 τ3 ) ∈ H2. If δ, ν = 0, then we drop
them from the notation.

The Jacobi-like theta functions arise naturally from the genus 2 Siegel theta functions.
In fact, it is easy to see that
(4.6.27)

ΘLLor,2

(
τ, δ,ν, g#,Pα,g#,h+

1 ,h
+
2

)
=

∑
λ∈LLor

ΘJ
LLor

(
τ, δ1, ν1, λ+ ν2, g

#,Pα,g#,h+
1 ,h

+
2

)
×

×e
(
τ3q
(
(λ+ ν2)w⊥

)
+ τ3q

(
(λ+ ν2)w

)
− (λ+ ν2/2, δ2)

)
,

where δ = (δ1, δ2) and ν = (ν1, ν2) are vectors in (LLor ⊗ R)2. In particular, since ΘLLor,2

is absolutely convergent, we deduce that also ΘJ
LLor

is so.

Remark 4.6.6. It is well-known that it is possible to construct Jacobi theta functions
arising from even unimodular positive definite lattices. This is illustrated e.g. in [EZ85,
Section 7]. The Jacobi-like theta functions defined above are a wild generalization of the
ones just recalled, explaining why we use the term “Jacobi-like” and denote them with a
superscript J . Such generalization seems wild for various aspects. First, the Jacobi-like
theta functions are defined on an indefinite lattice, and are attached to polynomials which
are not even very homogeneous. Moreover, it appears to be strange that they are not
defined on H × C, but instead on the whole H2. In fact, the dependence from τ3 of the
argument of the exp-operator appearing in (4.6.26) can not be dropped.

In any case, in this work we define them only to simplify the notation. We do not
investigate their properties.

We are now ready to illustrate the main result of this section. Its counterpart of genus 1
is Theorem 3.5.4. As for the latter, we need to choose an identification ι of K ×Hb with G,
where K is the stabilizer of the base point z0 ∈ Gr(L), and Hb is the tube domain model
of the Hermitian symmetric domain D; see Section 3.4 for further information.

Theorem 4.6.7. Let α = (α, β, γ, δ) be such that α 6= β and γ 6= δ, and let f ∈ Sk2 be
a Siegel cusp form of genus 2. We identify G with K × Hb via a diffeomorphism ι as
in Lemma 3.4.2, such that every g ∈ G may be rewritten as ι(κ, Z), for a unique (κ, Z)
in K ×Hb. The defining integral Iα : G→ C of the Kudla–Millson lift ΛKM

2 (f), namely

Iα(g) =

∫
Sp4(Z)\H2

det ykf(τ)Fα(τ, g)
dx dy

det y3
,

has a Fourier expansion of the form

(4.6.28) Iα(g) = Iα
(
ι(κ, Z)

)
=

∑
λ∈LLor

c(λ, κ, Y ) · e
(
(λ,X)

)
,
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where Z = X + iY .
The Fourier coefficient of Iα associated to λ ∈ LLor, such that q(λ) > 0, is

(4.6.29)

c(λ, κ, Y ) =
∑
t≥1,t|λ

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∑
h+

1 ,h
+
2

det yk−5/2−h+
1 −h

+
2

u2
z⊥

( t
2i

)h+
1 +h+

2 ×

×(−y2)h
+
1 (y1)h

+
2 φq(λ)/t2(τ1, τ2) · exp

(
−

2πy3λ
2
w⊥

t2
− πt2y1

2u2
z⊥

det y

)
×

×ΘJ
LLor

(τ, λ/t, g#,Pα,g#,h+
1 ,h

+
2

)dx1 dx2 dy1 dy2 dy3,

where we say that an integer t ≥ 1 divides λ, in short t|λ, if and only if λ/t is still a lattice
vector in LLor.

The Fourier coefficient of Iα associated to λ = 0, i.e. the constant term of the Fourier
series, is

(4.6.30) c(0, κ, Y ) =

∫
Sp4(Z)\H2

det yk+1/2f(τ)

2u2
z⊥

ΘLLor,2(τ, g#,Pα,g#,0,0)
dx dy

det y3
.

In all remaining cases, the Fourier coefficients are trivial.

Implicit in (4.6.29) and (4.6.30) is that the right-hand sides do not depend on X. This
is shown in the proof of Theorem 4.6.7 using the following result. We suggest the reader to
recall the construction of the polynomials Pg#,h+

1 ,h
+
2
from Definition 4.4.2.

Lemma 4.6.8. Let P be a very homogeneous polynomial of degree (m+, 0) on (Rb,2)2. We
identify K×Hb with G via a diffeomorphism ι as in Lemma 3.4.2. The value of the function

Pg#,h+
1 ,h

+
2

(
g0 ◦ g#(λ)

)
with respect to the variable g = ι(κ, Z) ∈ G does not depend on the real part X of Z, for
any λ ∈ (LLor ⊗ R)2 and any h+

1 , h
+
2 .

Proof of Lemma 4.6.8. Since the proof is analogous to the one of Lemma 3.5.5, we
provide only a quick outline. As in the previous sections, we denote by xi,j = (ei, vj)
the coordinate of the j-th entry of any vector v = (v1, v2) ∈ (L⊗ R)2 with respect to the
standard basis vector ei, and by g0 the isometry defined as g0(v) = (xi,j)i,j . If Z ∈ Hb, we
write z to denote its correspondent point of the Grassmannian Gr(L).

Let g = ι(κ, Z) ∈ G. It is possible to rewrite

(4.6.31) g−1(ei) = Ai(g) · uz⊥ +Bi(g) · uz + g−1(ei)w⊥⊕w,

where Ai and Bi are auxiliary functions that do not depend on the real part X of Z; see
e.g. (3.5.17).

The polynomial P
(
g0(v)

)
has xi,j = (ei, vj) as variables, hence P

(
g0 ◦ g(v)

)
is a polyno-

mial of variables
(
g−1(ei), vj

)
, for every g ∈ G. To construct the polynomials Pg#,h+

1 ,h
+
2
, we

split g−1(ei) as in (4.6.31), replace these in the variables of P
(
g0 ◦ g(v)

)
, and gather all fac-

tors of the form (vj , uz⊥) and (vj , uz). In this way, we may deduce that Pg#,h+
1 ,h

+
2

(
g0◦g#(v)

)
is a function of Ai(g), Bi(g) and

(
vj , g

−1(ei)w⊥⊕w
)
, where i = 1, . . . , b+ 2 and j = 1, 2.

In fact, since P is very homogeneous of degree (m+, 0), in particular m− = 0, the
auxiliary polynomials depend on Ai(g) and

(
vj , g

−1(ei)w⊥
)
only. This can be shown

rewriting
(vj , uz) =

(
g(vj), g(uz)

)
=
√

2
(
g(vj), κ(eb+2)

)
,
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from which we deduce that (vj , uz) can not appear as a variable of P
(
g0 ◦ g(v)

)
, since P is

such that P(x) = P(x+) and K is the stabilizer of the base point z0 = 〈eb+1, eb+2〉R. The
same is true for (vj , g

−1(ei)w).
To prove that the value Pg#,h+

1 ,h
+
2

(
g0 ◦ g(λ)

)
does not depend on X, for any vec-

tor λ ∈ (LLor ⊗ R)2 and any h+
1 , h

+
2 , it is enough to prove such property for(
λj , g

−1(ei)w⊥⊕w
)
,

where j = 1, 2. This follows from (3.4.5), as we have already seen with (3.5.18). �

Proof of Theorem 4.6.7. We follow the wording of Theorem 3.5.4, that is, the
counterpart of Theorem 4.6.7 in genus 1.

We consider the unfolding (4.6.23) of the defining integrals Iα. The first summand on
the right-hand side of (4.6.23) is part of the constant term of the Fourier expansion of Iα,
since it does not depend on X. In fact, by Lemma 3.4.1, we may rewrite it with respect to
the identification ι of G with K ×Hb as

(4.6.32)

∫
Sp4(Z)\H2

det yk+1/2f(τ)

2u2
z⊥

ΘLLor,2(τ, g#,Pα,g#,0,0)
dx dy

det y3
=

= −1

2

∫
Sp4(Z)\H2

det yk+1/2 · f(τ) · Y 2×

×
∑
λ∈L2

Lor

exp
(
− 1

8π
tr(∆y−1)

)
(Pα,g#,0,0)

(
g0 ◦ g#(λ)

)
×

×e
(
− tr

(
q(λ)x

))
· exp

(
− π tr(λ2y) + 2π tr

(
(λ, Y )(λ, Y )ty

)
/Y 2

)
.

Lemma 4.6.8 implies that such value does not depend on X.
We are going to show that all other non-zero Fourier coefficients arising from the

remaining summand
∫

C2,1 \H2
hα(τ, g) dx dy

det y3 of (4.6.23) correspond to some λ ∈ LLor of
positive norm, therefore the exponential e(r(λ,X)) appearing in the Fourier expansion
of Iα is a non-constant function. This implies that (4.6.32) is exactly the constant term of
the Fourier expansion of Iα.

We begin the computation of the Fourier expansion of the second summand appearing
on the right-hand side of (4.6.23). First of all, we compute the series expansion of the prod-
uct f ·ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

)
with respect to the third entry τ3 = x3 + iy3

of τ ∈ H2. To do so, we replace f and ΘLLor,2 with respectively (4.6.25) and (4.6.27). Such
product is

f(τ) ·ΘLLor,2

(
τ, (0, rµ), 0, g#,Pα,g#,h+

1 ,h
+
2

)
=
∑
`∈Z

∑
m>0,λ∈LLor
m−q(λ)=`

φm(τ1, τ2)×

× exp(−2πmy3 − πy3(λ, λ)w) ·ΘJ
LLor

(τ, λ, g#,Pα,g#,h+
1 ,h

+
2

) · e
(
r(λ, µ) + `x3

)
.

We replace the previous formula in the defining formula of hα provided by Theorem 4.6.1,
deducing that

2

∫
C2,1 \H2

hα(τ, g)
dx dy

det y3
=

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∑
r≥1

∑
h+

1 ,h
+
2

det yk−5/2−h+
1 −h

+
2

u2
z⊥

×

(4.6.33)
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×
( r

2i

)h+
1 +h+

2
(−y2)h

+
1 (y1)h

+
2 exp

(
− πr2y1

2u2
z⊥

det y

)∑
`∈Z

∑
m>0,λ∈LLor
m−q(λ)=`

φm(τ1, τ2) exp(−2πmy3)×

× exp
(
− πy3(λ, λ)w

)
·ΘJ

LLor
(τ, λ, g#,Pα,g#,h+

1 ,h
+
2

) · e
(
r(λ, µ)

) ∫ 1

x3=0
e
(
`x3

)
dx dy.

The last integral appearing on the right-hand side of (4.6.33) may be computed as∫ 1

x3=0
e(`x3)dx3 =

{
1 if ` = 0,
0 otherwise.

We may simplify (4.6.33) extracting only the terms with ` = 0, obtaining that

2

∫
C2,1 \H2

hα(τ, g)
dx dy

det y3
=

∑
λ∈LLor

∑
r≥1

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∑
h+

1 ,h
+
2

det yk−5/2−h+
1 −h

+
2

u2
z⊥

×

(4.6.34)

×
( r

2i

)h+
1 +h+

2
(−y2)h

+
1 (y1)h

+
2 · exp

(
− πr2y1

2u2
z⊥

det y
− 2πy3λ

2
w⊥

)
×

×φq(λ)(τ1, τ2) ·ΘJ
LLor

(τ, λ, g#,Pα,g#,h+
1 ,h

+
2

)dx1 dx2 dy1 dy2 dy3 · e
(
r(λ, µ)

)
.

Using that e
(
r(λ, µ)

)
= e
(
r(λ,X)

)
by Lemma 3.4.1, we rewrite (4.6.34) in the same

shape of (4.6.28), i.e. we gather the terms multiplying e
(
(λ, µ)

)
, for every λ. This can be

done simply replacing the sum
∑

r≥1 with
∑

t≥1,t|λ, and the lattice vector λ with λ/t. In
this way, we obtain that

2

∫
C2,1 \H2

hα(τ, g)
dx dy

det y3
=

∑
λ∈LLor

∑
t≥1,t|λ

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∑
h+

1 ,h
+
2

det yk−5/2−h+
1 −h

+
2

u2
z⊥

×

(4.6.35)

×
( t

2i

)h+
1 +h+

2
(−y2)h

+
1 (y1)h

+
2 · exp

(
− πt2y1

2u2
z⊥

det y
−

2πy3λ
2
w⊥

t2

)
×

×φq(λ)/t2(τ1, τ2) ·ΘJ
LLor

(τ, λ/t, g#,Pα,g#,h+
1 ,h

+
2

)dx1 dx2 dy1 dy2 dy3 · e
(
(λ, µ)

)
.

This is the Fourier expansion of 2
∫

C2,1 \H2
hα(τ, g) dx dy

det y3 . In fact, using the identifica-
tion ι : K ×Hb → G, we may rewrite the right-hand side of (4.6.35) as

−
∑

λ∈LLor

∑
t≥1,t|λ

∫
(τ1,τ2)∈ΓJ\H×C

∫ ∞
y3=y2

2/y1

∑
h+

1 ,h
+
2

Y 2 det yk−5/2−h+
1 −h

+
2

( t
2i

)h+
1 +h+

2 ×

×(−y2)h
+
1 (y1)h

+
2 · exp

(πt2Y 2y1

2 det y
− 2πy3λ

2

t2
+

2πy3(λ, Y )2

t2Y 2

)
· φq(λ)/t2(τ1, τ2)×∑

ρ∈LLor

exp
(
− 1

8π
tr(∆y−1)

)
(Pα,g#,h+

1 ,h
+
2

)
(
g0 ◦ g#(ρ, λ)

)
· e
(
− x1q(ρ)− x2(ρ, λ)

)
×

× exp
(
− 2πy1q(ρ)− 2πy2(ρ, λ) +

2πy1(ρ, Y )2

Y 2
+

4πy2(ρ, Y )(λ, Y )

Y 2

)
dx1 dx2 dy1 dy2 dy3

×e
(
(λ,X)

)
,

from which we see that the coefficient associated to λ does not depend on X by Lemma 4.6.8.
�
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4.7. Further generalizations

In this section we explain how to use the same strategy illustrated in this chapter to
investigate further properties that may be deduced unfolding the defining integrals of the
genus 2 Kudla–Millson lift.

As already announce, it this work we do not show that ΛKM
2 is injective. In fact, to

prove such injectivity one should show that if all Fourier coefficients of ΛKM
2 (f) computed

in Theorem 4.6.7 are zero, then all Fourier coefficients of f are zero. Such implication seems
to be more complicated with respect to its counterpart in genus 1, since in genus 2 the
Fourier coefficients are integrals over ΓJ\H× C of functions containing the Fourier–Jacobi
coefficients of f . It might be necessary to apply another unfolding, rewriting the integrals
over ΓJ\H× C as integrals over easier domains.

Theorem 4.6.7 provides the Fourier expansion of the defining integrals Iα of the Kudla–
Millson lift, under the assumption that α 6= β and γ 6= δ. It is of interest to understand
what happens if such assumption is not satisfied. Moreover, since the Kudla–Millson lift
produces Γ-invariant 4-forms on D, for every subgroup Γ of finite index in O+(L), such
forms admit a Fourier expansion as well. It would be interesting to compute such expansion
in terms of the one given by Theorem 4.6.7, generalizing [Bru02, Theorem 5.9] to the
genus 2 case. This may be achieved computing explicitly the terms of the form

g∗(ωα,b+1 ∧ ωβ,b+2 ∧ ωγ,b+1 ∧ ωδ,b+2)

appearing in (4.6.1), choosing g such that it correspond to a point Z = X + iY ∈ Hb via
an identification ι as in Section 3.4.2, and rewriting all terms of the form ωs,t by means
of ∂/∂Xj and ∂/∂Yj via the isomorphism

∧4(p∗) ∼=
∧4T ∗ZHb.

The works of Kudla and Millson are carried out in much greater generality with respect
to the case considered in this thesis. In fact, they covered also the case of indefinite quadratic
spaces of signature (p, q), where neither p nor q equals 2. Although the associated symmetric
domain D is not Hermitian any more, it is possible to construct a Schwartz function ϕp,qKM,2,
analogous to the one appearing in Section 3.2, with values in the space Z2q(D) of closed 2q-
forms on D. It seems reasonable to find polynomials defined on (Rp,q)2 that may replace Qα
in an explicit formula of ϕp,qKM,2 similar to the one provided by Proposition 4.2.3. It might
be interesting to rewrite the Kudla–Millson lift under these hypothesis, and check whether
Borcherds’ formalism can be still generalized as in Section 4.4 to unfold the lift.
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