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#### Abstract

This paper provides an explicit polynomial rate of asymptotic regularity for (in general inconsistent) feasibility problems in Hilbert space. In particular, we give a quantitative version of Bauschke's solution of the zero displacement problem as well as of various generalizations of this problem. The results in this paper have been obtained by applying a general proof-theoretic method for the extraction of effective bounds from proofs due to the author ('proof mining') to Bauschke's proof.
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## 1 Introduction

In a remarkable paper [3], Bauschke showed the following result: let $H$ be a real Hilbert space, $C_{1}, \ldots, C_{N} \subseteq H$ be nonempty closed and convex subsets and $P_{C_{1}}, \ldots, P_{C_{N}}$ the corresponding metric projections, then the composition $T=P_{C_{N}} \circ \ldots \circ P_{C_{1}}$ is asymptotically regular (in the sense of [8]), i.e.

$$
\left\|T^{n+1} x-T^{n} x\right\| \xrightarrow{n \rightarrow \infty} 0
$$

for each $x \in H$.
This is relatively easy to show under the assumption that $T$ possesses a fixed point which e.g. is trivially the case if the convex sets have a nonempty intersection. In the latter case the fixed points of $T$ are in fact precisely the points in that intersection and the problem to find such a point is often referred to as an 'image recovery problem' or as a 'convex feasibility problem'. To show the asymptotic regularity of some appropriate iteration procedure involving $T$ usually is the first step in proving that the iterations at least
weakly converge to a fixed point of $T$ with strong convergence in the boundedly compact case or under additional metric regularity assumptions on $C_{1}, \ldots, C_{N}$.
The problem of whether the above stated asymptotic regularity holds without assuming at least the existence of a fixed point of $T$, in fact, the question of whether $T$ has approximate fixed points at all, had remained open (except for the case $N=2$ ) until [3] and was referred to as the 'zero displacement conjecture' (see [4] for this and for general background information on the topic of this paper). In this situation one also speaks of a potentially 'inconsistent feasibility problem'.
While the result proved by Bauschke is very concrete and easy to state, the proof uses a variety of nontrivial results from the abstract theory of maximal monotone operators as well as from the fixed point theory of firmly and strongly nonexpansive mappings and Bauschke does not provide any rate of convergence.
In this paper we construct such a rate of convergence $\varphi(\varepsilon, b, N, K)$ which only depends on the error $\varepsilon$, a norm upper bound $b \geq\|x\|$ on the starting point of the iteration, the number $N$ of sets and a norm upper bound $K \geq\left\|\left(c_{1}, \ldots, c_{N}\right)\right\|$ on some arbitrary point $c=\left(c_{1}, \ldots, c_{N}\right) \in C_{1} \times \ldots \times C_{N} \subseteq H^{N}$, where $H^{N}$ is equipped with the induced inner product:

$$
\forall \varepsilon>0 \forall x \in H\left(\|x\| \leq b \rightarrow \forall n \geq \varphi(\varepsilon, b, N, K)\left(\left\|T^{n+1} x-T^{n} x\right\| \leq \varepsilon\right)\right)
$$

The bound $\varphi$ is a simple polynomial in the data $\varepsilon, b, N, K$.
The rate of convergence is easier to state if we add as an additional input an upper bound $D \geq\|x-T x\|$ on the initial displacement which, however, can be computed in terms of $N, b, K$, e.g. $D:=2 b+N K$ (see Remark 2.16), and so is actually redundant.

In [5], the asymptotic regularity result from [3] is extended to arbitrary firmly nonexpansive mappings $T_{1}, \ldots, T_{N}: H \rightarrow H$ provided that each $T_{i}$ has approximate fixed points. Our quantitative analysis easily extends to this situation. In the case, where each $T_{i}$ possesses even a fixed point $p_{i}$, the bound from the case for projections actually applies unchanged if we replace $K \geq\|c\|$ by $K \geq\left\|\left(p_{1}, \ldots, p_{N}\right)\right\|$. The general case needs some refinement of our analysis and the bound will depend on norm bounds for approximate fixed points of $T_{1}, \ldots, T_{N}$.

The results in this paper are obtained as an instance of a general methodology, called 'proof mining', which uses tools from mathematical logic to extract explicit effective bounds from proofs (see [17]). In fact, general logical so-called metatheorems guarantee the extractability of such bounds in quite general situations and actually provide an algorithm which in principle allows one to carry out such an extraction from a given proof. In practice, however, one will mostly follow this general algorithm as a guideline for the extraction with many optimizations tailored to the specific case at hand. That the general framework of abstract real Hilbert spaces, convex subsets and nonexpansive operators nicely fits into the logical methodology was already established in [16, 12, 17]. That metric projections can be handled was shown in [14].

The central conditions for the extractability of effective bounds (for $x \in X, T: X \rightarrow X$
with majorants $b \geq\|x\|$ and $T^{*}: \mathbb{N} \rightarrow \mathbb{N}$ for $x$ and $T$, see below)

$$
\forall n \in \mathbb{N}\left(A_{\forall}(n, x, T) \rightarrow \exists k \leq \Phi\left(n, b, T^{*}\right) B_{\exists}(n, x, T, k)\right)
$$

from a proof of

$$
\forall n \in \mathbb{N} \forall x \in X \forall T: X \rightarrow X\left(A_{\forall}(n, x, T) \rightarrow \exists k \in \mathbb{N} B_{\exists}(n, x, T, k)\right)
$$

are that

- $X$ belongs to a suitable uniform class of structures,
- $A_{\forall}$ can be written (maybe with additional moduli witnessing some property) as a purely universal condition, i.e. a condition of the form $\forall \underline{x} A_{q f}(\underline{x})$, where $\underline{x}$ is a tuple of variables and $A_{q f}$ a formula without quantifiers.
- the condition $A_{\forall}$ guarantees that $T$ is effectively majorizable (in the input data), i.e. one can construct a mapping $T^{*}: \mathbb{N} \rightarrow \mathbb{N}$ s.t.

$$
\forall n \in \mathbb{N} \forall x \in X\left(n \geq\|x\| \rightarrow T^{*}(n) \geq\|T(x)\|\right)
$$

- the property $B_{\exists}$ is purely existential, i.e. a condition of the form $\exists \underline{x} B_{q f}(\underline{x})$, where $\underline{x}$ is a tuple of variables and $B_{q f}$ a formula without quantifiers.

These first two conditions are satisfied for Hilbert spaces $X$ (see [17]) and metric projections onto closed and convex subsets (see [14]) as well as for firmly nonexpansive mappings (and also for strongly nonexpansive mappings with SNE-modulus, see below and [18]). The majorizability for nonexpansive mappings and so, in particular, for metric projections in Hilbert space and firmly or strongly nonexpansive mappings is easily seen. In the case of a metric projection $P_{C_{i}}: X \rightarrow C_{i}$ onto a nonempty closed and convex subset $C_{i} \subseteq X$ one just needs a norm upper bound $K \geq\left\|c_{i}\right\|$ for some arbitrary $c_{i} \in C_{i}$ since for all $n \in \mathbb{N}$ and $x \in X$

$$
n \geq\|x\| \rightarrow n+K \geq\left\|P_{C_{i}} x-P_{C_{i}} 0\right\|+\left\|P_{C_{i}} 0\right\| \geq\left\|P_{C_{i}} x\right\| .
$$

The existential property $B_{\exists}(n, T, k)$ is $\left\|T^{k} x-T^{k+1} x\right\|<2^{-n}$ and, due to the fact that $\left(\left\|T^{k} x-T^{k+1} x\right\|\right)_{k \in \mathbb{N}}$ is decreasing, $\exists k \leq \varphi(n, b, K)\left(\left\|T^{k} x-T^{k+1} x\right\|<2^{-n}\right)$ implies that $\forall k \geq \varphi(n, b, K)\left(\left\|T^{k} x-T^{k+1} x\right\|<2^{-n}\right)$.

These general logical facts already predict (modulo the formalizability of Bauschke's proof in the formal framework to which the aforementioned logical metatheorems apply) that an effective rate of convergence in the above case which only depends on $\varepsilon, b, K, N$ must be in principle extractable from Bauschke's proof. In this paper, we present the result of such an extraction and prove the correctness of the rate of convergence thus obtained without any reference to tools from logic.

We believe that this is a particularly convincing application of the logic-based methodology for the following reasons:

1. The asymptotic regularity problem solved by Bauschke is extremely natural and easy to state, as it only involves projections in Hilbert space and has a long history going back to von Neumann.
2. While the result proven is very concrete, the proof uses a large arsenal of abstract tools from the theory of maximally monotone operators and the theory of strongly nonexpansive mappings which do not have an obvious numerical content.
3. The result obtained is a low complexity and completely explicit rate of convergence which is a simple polynomial in the data.
4. The proofs are reasonably short and easy to formulate without any explicit reference to logic.

Finally, let us remark that asymptotic regularity is a central property in metric fixed point theory which has been intensively studied. E.g. deep optimal rates of asymptotic regularity of bounded sequences of Mann iterations (in arbitrary Banach spaces) are given in [2, 9$]$. Note, however, that the main problem in the situation of Bauschke's result stems from the fact that $\left(x_{n}\right)$ may be unbounded.
In [1] (further extended recently by [11]) it is shown that also techniques from continuous model theory can in some cases been used to show noneffectively the existence of uniform bounds (depending as in our result only on general norm upper bounds). However, the proof-theoretic approach followed in this paper explicitly extracts a concrete such bound from a proof which then can be verified (as done in this paper) by an ordinary analytical proof.
Notations: $\mathbb{R}_{+}, \mathbb{R}_{+}^{*}$ denote the sets of nonnegative and strictly positive real numbers resp. $\mathbb{N}:=\{0,1,2, \ldots\}$. For a set-valued operators $A: X \rightarrow 2^{X}$ the range of $A$ is denoted by $\operatorname{ran}(A)$ and its closure (in norm) by $\operatorname{cl}(\operatorname{ran}(A)) . G(A)$ denotes the graph of $A$.

## 2 Main results

The proof by Bauschke proceeds by using abstract operator theory to show that $T$ has approximate fixed points and then uses results due to Bruck and Reich to conclude from this fact that $T$ - as a strongly nonexpansive mapping - is asymptotically regular. We start by giving a quantitative version of the latter argument. In fact, the asymptotic regularity follows from a result in [19](Proposition 2.1) stating that $T^{n} x / n$ converges to 0 (if $T$ has approximate fixed points, where here one may have an arbitrary normed space and $T$ can be any nonexpansive mapping) and a result in [10](Proposition 1.2) which says that for strongly nonexpansive mappings $T$ (again in arbitrary normed spaces) one has $\lim _{n \rightarrow \infty} \| T^{n+1} x-$ $T^{n} x\left\|=\lim _{n \rightarrow \infty}\right\| T^{n} x / n \|$.
The following lemma is an easy quantitative version of Proposition 2.1 in [19] (for the special case where $c_{n}=1$ needed in our paper):

Lemma 2.1. Let $(X,\|\cdot\|)$ be a normed space, $C \subseteq X$ an arbitrary nonempty subset and $T: C \rightarrow C$ be a nonexpansive mapping satisfying $\inf \{\|x-T x\|: x \in C\}=0$. Let $\alpha: \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}_{+}^{*}$ be such that

$$
\forall \varepsilon>0 \exists y \in C \quad(\|y\| \leq \alpha(\varepsilon) \wedge\|y-T y\| \leq \varepsilon)
$$

Then for all $b>0$ and $x \in C$ with $\|x\| \leq b$ and $x_{k}:=T^{k} x$ one has

$$
\forall \varepsilon>0 \forall k \geq \varphi(\varepsilon, b, \alpha) \quad\left(\frac{\left\|x_{k+1}\right\|}{k+1} \leq \varepsilon\right)
$$

where

$$
\varphi(\varepsilon, b, \alpha)=\left\lceil\frac{6 b+4 \alpha(\varepsilon / 2)}{\varepsilon}-1\right\rceil
$$

Proof: As in the proof of [19](Prop.2.1, for $c_{k}:=1$ ) one shows that for all $y \in C, k \in \mathbb{N}$

$$
\left\|x_{k+1}-x\right\| \leq 2\|x-y\|+(k+1)\|y-T y\|
$$

and so

$$
\frac{\left\|x_{k+1}\right\|}{k+1} \leq \frac{\|x\|+2\|x-y\|}{k+1}+\|y-T y\| .
$$

Applied to $y_{\varepsilon} \in C$ with $\left\|y_{\varepsilon}\right\| \leq \alpha(\varepsilon / 2)$ and $\left\|y_{\varepsilon}-T y_{\varepsilon}\right\| \leq \frac{\varepsilon}{2}$ this gives

$$
\frac{\left\|x_{k+1}\right\|}{k+1} \leq \frac{3 b+2 \alpha(\varepsilon / 2)}{k+1}+\frac{\varepsilon}{2}
$$

and so

$$
\forall k \geq\left\lceil\frac{6 b+4 \alpha(\varepsilon / 2)}{\varepsilon}-1\right\rceil \quad\left(\frac{\left\|x_{k+1}\right\|}{k+1} \leq \varepsilon\right)
$$

Remark 2.2. The above lemma also holds (with the same proof) if $\inf \{\|x-T x\|\}=\xi>0$, where then $\alpha$ is such that

$$
\forall \varepsilon>0 \exists y \in C \quad(\|y\| \leq \alpha(\varepsilon) \wedge\|y-T y\| \leq \xi+\varepsilon)
$$

and the conclusion says

$$
\forall \varepsilon>0 \forall k \geq \varphi(\varepsilon, b, \alpha) \quad\left(\frac{\left\|x_{k+1}\right\|}{k+1} \leq \xi+\varepsilon\right)
$$

More information on strongly nonexpansive mappings can be found in [21].
Definition 2.3 ([18], Definition 2.4). Let $C \subseteq X$ be an arbitrary set. A mapping $T: C \rightarrow X$ is called strongly nonexpansive (SNE) with SNE-modulus $\omega: \mathbb{R}_{+}^{*} \times \mathbb{R}_{+}^{*} \rightarrow \mathbb{R}_{+}^{*}$ if

```
\(\forall d \in \mathbb{R}_{+}^{*} \forall \varepsilon>0 \forall x, y \in C\)
    \((\|x-y\| \leq d \wedge\|x-y\|-\|T x-T y\|<\omega(d, \varepsilon) \rightarrow\|(x-y)-(T x-T y)\|<\varepsilon)\).
```

Remark 2.4. 1. Note that the above definition implies that $T$ is nonexpansive: suppose otherwise, i.e. $\|T x-T y\|>\|x-y\|$ for some $x, y \in C$. Take $d>\|x-y\|$. Then $\|x-y\|-\|T x-T y\|<0<\omega(d, \varepsilon)$ and so $\|(x-y)-(T x-T y)\|<\varepsilon$ for all $\varepsilon>0$, i.e. $x-y=T x-T y$ which is a contradiction.
2. As shown in [18], a mapping $T: C \rightarrow X$ is strongly nonexpansive in the sense introduced in [10] iff it possesses an SNE-modulus in the above sense.

A proof-theoretic analysis of the proof of Proposition 1.2 in [10] together with the quantitative analysis of strongly nonexpansive mappings from [18] results in:

Theorem 2.5. Under the assumptions of Lemma 2.1, if $T$ is additionally strongly nonexpansive with SNE-modulus $\omega$, then for $x \in C, x_{n}:=T^{n} x$ and any upper bound $D>0$ on $\|x-T x\|$ one has

$$
\forall \varepsilon>0 \forall n \geq \psi(\varepsilon, b, D, \alpha, \omega)\left(\left\|x_{n+1}-x_{n}\right\|<\varepsilon\right)
$$

where

$$
\psi(\varepsilon, b, D, \alpha, \omega):=\left\lceil\frac{18 b+12 \alpha(\varepsilon / 6)}{\varepsilon}-1\right\rceil\left\lceil\left(\frac{D}{\omega(D, \tilde{\varepsilon})}\right)\right\rceil
$$

with

$$
\tilde{\varepsilon}:=\frac{\varepsilon^{2}}{27 b+18 \alpha(\varepsilon / 6)}
$$

Note that $\psi$ depends on $x$ only via an upper bound $D \geq\|x-T x\|$.
Proof: Consider $y_{n}:=x_{n+1}-x_{n}=T^{n+1} x-T^{n} x$ and let $k \in \mathbb{N}$. Since $T$ is in particular nonexpansive, the sequence $\left(\left\|y_{n}\right\|\right)_{n \in \mathbb{N}}$ is decreasing and $\left\|y_{n}\right\| \leq\left\|y_{0}\right\| \leq D$ for all $n \in \mathbb{N}$. Hence by $[17]$ (Prop.2.27 and Rem.2.29.1) applied to $g(n):=k$ (and so $\tilde{g}(n)=n+k)$ one gets

$$
\exists n \leq k\left\lceil\frac{D}{\varepsilon}\right\rceil\left(\bigwedge_{i=0}^{k-1}\left(\left\|y_{n+i}\right\|-\left\|y_{n+i+1}\right\|<\varepsilon\right)\right)
$$

Applying this to $\omega(D, \tilde{\varepsilon})$ as $\varepsilon$ and using that $\omega$ is an SNE-modulus for $T$ and that $y_{n+i}=$ $x_{n+i+1}-x_{n+i}, y_{n+i+1}=T x_{n+i+1}-T x_{n+i}$ one obtains

$$
\forall 0 \leq i \leq k-1\left(\left\|y_{n+i}-y_{n+i+1}\right\|<\tilde{\varepsilon}\right)
$$

and so

$$
\forall 1 \leq i \leq k\left(\left\|y_{n+i}-y_{n}\right\|<i \cdot \tilde{\varepsilon}\right)
$$

For $\tilde{\varepsilon} \leq 2(k+1) \varepsilon /(3(k+1) k)=2 \varepsilon /(3 k)($ if $k \geq 1$ and $\tilde{\varepsilon}>0$ arbitrary if $k=0)$ we then get

$$
\exists n \leq k\left\lceil\frac{D}{\omega(D, \tilde{\varepsilon})}\right\rceil\left(\sum_{i=1}^{k}\left\|y_{n+i}-y_{n}\right\|<(k+1) \frac{\varepsilon}{3}\right)
$$

Note that

$$
T^{n+k+1} x-T^{n} x=\sum_{i=0}^{k} y_{n+i}=\sum_{i=1}^{k}\left(y_{n+i}-y_{n}\right)+(k+1) y_{n}
$$

Hence

$$
\left\|\frac{T^{n+k+1} x-T^{n} x}{k+1}-\left(T^{n+1} x-T^{n} x\right)\right\|<\frac{\varepsilon}{3}
$$

and so (using again that $T$ is nonexpansive)

$$
\left\|T^{n+1} x-T^{n} x\right\|<\frac{\left\|T^{n+k+1} x-T^{n} x\right\|}{k+1}+\frac{\varepsilon}{3} \leq \frac{\left\|T^{k+1} x-x\right\|}{k+1}+\frac{\varepsilon}{3} \leq \frac{\left\|T^{k+1} x\right\|}{k+1}+\frac{\|x\|}{k+1}+\frac{\varepsilon}{3} .
$$

Now let $k:=\left\lceil\frac{3(6 b+4 \alpha(\varepsilon / 6))}{\varepsilon}-1\right\rceil \geq \frac{3 b}{\varepsilon}-1$, then using Lemma 2.1

$$
\frac{\left\|T^{k+1} x\right\|}{k+1} \leq \frac{\varepsilon}{3} \text { and } \frac{\|x\|}{k+1} \leq \frac{b}{k+1} \leq \frac{\varepsilon}{3}
$$

and so by the above

$$
\exists n_{0} \leq k\left\lceil\frac{D}{\omega(D, \tilde{\varepsilon})}\right\rceil\left(\left\|T^{n_{0}+1} x-T^{n_{0}} x\right\|<\frac{\left\|T^{k+1} x\right\|}{k+1}+\frac{\|x\|}{k+1}+\frac{\varepsilon}{3} \leq \varepsilon\right)
$$

Since

$$
k \leq \frac{18 b+12 \alpha(\varepsilon / 6)}{\varepsilon}
$$

the theorem now follows because the $\left(\left\|T^{n+1} x-T^{n} x\right\|\right)_{n \in \mathbb{N}}$ is decreasing.
Remark 2.6. In the situation of Remark 2.2, Theorem 2.5 holds with $\left\|x_{n+1}-x_{n}\right\|<\xi+\varepsilon$.
We now come to the main part of Bauschke's proof where the theory of maximally monotone operators is used to show that $T$ has approximate fixed points.
In the following, $H$ is a real Hilbert space and $C_{1}, \ldots, C_{N} \subseteq H$ are nonempty closed and convex subsets of $H$. Let $C:=C_{1} \times \ldots \times C_{N}$. Following [3], we consider $H^{N}$ equipped with the induced inner product

$$
\langle x, y\rangle:=\sum_{n=1}^{N}\left\langle x_{n}, y_{n}\right\rangle \text { for all } x=\left(x_{1}, \ldots, x_{N}\right), y=\left(y_{1}, \ldots, y_{N}\right) \in H^{N}
$$

We will need the following notions

$$
\begin{aligned}
& R: H^{N} \rightarrow H^{N}, R\left(x_{1}, x_{2}, \ldots, x_{N}\right):=\left(x_{N}, x_{1}, \ldots, x_{N-1}\right) \text { (right-shift), } \\
& L: H^{N} \rightarrow H^{N}, L\left(x_{1}, x_{2}, \ldots, x_{N}\right):=\left(x_{2}, x_{3}, \ldots, x_{N}, x_{1}\right) \text { (left-shift), } \\
& M:=I-R \text { and } S:=\frac{1}{2} M+\frac{1}{2} M^{*}=I-\frac{1}{2} R-\frac{1}{2} L \\
& \text { (symmetric part of } M, M^{*} \text { adjoint operator), } \\
& q: H^{N} \rightarrow \mathbb{R}, q(x):=\frac{1}{2}\langle x, M x\rangle, \\
& q^{*}\left(x^{*}\right):=\sup _{x \in H^{N}}\left\{\left\langle x^{*}, x\right\rangle-q(x)\right\}(\text { conjugate function of } q), \\
& N_{C} x:=\left\{\begin{array}{l}
\left\{u \in H^{N}: \sup \langle C-x, u\rangle \leq 0\right\}, \text { if } x \in C, \\
\emptyset, \text { otherwise. }
\end{array} \quad \text { (normal cone of } C\right. \text { ) }
\end{aligned}
$$

Lemma 2.7 ([3], Fact 2.2(ii)). $q^{*} \circ S=q$.
The next lemma is a quantitative version of the relevant part of Proposition 2.3 in [3]:

Lemma 2.8. Let $y=\left(y_{1}, \ldots, y_{N}\right) \in H^{N}$ be such that $\sum_{n=1}^{N} y_{n}=0$ and $\|y\| \leq K$ with $K \geq 1$. Then $q^{*}(y) \leq \frac{N^{3}(N-1)^{2}}{4} \cdot K^{2}$.

Proof: As in the proof of Proposition 2.3 in [3] one defines for $1 \leq n \leq N-1$

$$
z_{n}:=y_{1}+2 y_{2}+\ldots+n y_{n}
$$

Then for $n=1, \ldots, N-1$

$$
\left\|z_{n}\right\|=\left\|\sum_{i=1}^{n} i y_{i}\right\| \leq \sum_{i=1}^{n} i\left\|y_{i}\right\| \leq K \sum_{i=1}^{n} i=\frac{K n(n+1)}{2} .
$$

Again as in [3], one now defines by backwards recursion $x=\left(x_{1}, \ldots, x_{N}\right)$ as

$$
x_{N}:=0 \text { and }(n+1) x_{n}-n x_{n+1}=z_{n} \text { for } 1 \leq n \leq N-1 .
$$

As shown in [3], $y=S(2 x)$ and so by Lemma $2.7 q^{*}(y)=q(2 x)$.
One easily verifies that

$$
\left\|x_{n}\right\| \leq \frac{\left\|z_{n}\right\|}{n+1}+\left\|x_{n+1}\right\| \text { for } 1 \leq n \leq N-1
$$

and so for $n=1, \ldots, N$

$$
\left\|x_{n}\right\| \leq \sum_{i=1}^{N-1} \frac{\left\|z_{i}\right\|}{i+1} \leq \frac{1}{2} \sum_{i=1}^{N-1} i \cdot K=\frac{N(N-1)}{4} \cdot K
$$

and in turn

$$
\|x\| \leq \frac{\sqrt{N} \cdot N(N-1)}{4} \cdot K \text { and }|q(2 x)| \leq 2\|x\| \cdot\|M(x)\| \leq 4\|x\|^{2} \leq \frac{N^{3}(N-1)^{2}}{4} \cdot K^{2} .
$$

Lemma 2.9. Let $c=\left(c_{1}, \ldots, c_{N}\right) \in C$ with $\|c\| \leq K, K \geq 1$. Then

$$
\sup _{w \in H^{N}}\langle w-c,-M w\rangle \leq \frac{N^{3}(N-1)^{2}}{2} \cdot K^{2} .
$$

Proof: As in 'Step 3' in the proof of Theorem 3.1 in [3] one shows (for the relevant case where $x:=c$ and $y:=0$ and so $M y=0$ ) that

$$
\sup _{w \in H^{N}}\langle w-c,-M w\rangle \leq 2 q^{*}\left(\frac{1}{2} M^{*} c\right),
$$

where $M^{*} c=z=\left(z_{1}, \ldots, z_{N}\right)=\left(c_{1}-c_{2}, c_{2}-c_{3}, \ldots, c_{N-1}-c_{N}, c_{N}-c_{1}\right)$. Since $\sum_{n=1}^{N} z_{n}=0$ and $\left\|\frac{1}{2} z\right\| \leq K$, Lemma 2.8 implies that

$$
q^{*}((1 / 2) z) \leq \frac{N^{3}(N-1)^{2}}{4} \cdot K^{2}
$$

and so the lemma follows.

Lemma 2.10. With $c, K$ as before, if for $L \geq 0$

$$
\sup _{w \in H^{N}}\langle w-c,-M w\rangle \leq L
$$

then

$$
\forall \varepsilon \in(0,1) \exists b \in H^{N}, x \in C\left(b \in N_{C}(x)+M(x) \wedge\|x\| \leq\left(K^{2}+2 L\right) / \varepsilon \wedge\|b\| \leq \varepsilon\right)
$$

Proof: As in the proof of Theorem 3.1 in [3] (Steps 1 and 2) one shows that $N_{C}+M$ is maximal monotone. Clearly, $0=0+0 \in N_{C}(c)+M(0)$. We now follow the reasoning from the proof of Theorem 4 in [6] (adapted to the special case at hand; for generalizations of the work in [6], see e.g. [20]): By the monotonicity of $N_{C}$ is follows that

$$
\left\langle h_{1}, z-c\right\rangle \geq 0, \forall\left(z, h_{1}\right) \in G\left(N_{C}\right)
$$

where $G\left(N_{C}\right)$ denotes that graph of $N_{C}$.
By the assumption in the lemma we have

$$
\langle M w, w-c\rangle \geq-L, \forall w \in H^{N}
$$

and so, adding these inequalities,

$$
(*)\langle h, w-c\rangle \geq-L, \forall(w, h) \in G\left(N_{C}+M\right)
$$

We now follow quantitatively the proof of Lemma 1 in [6]: Since $N_{C}+M$ is maximal monotone, $\varepsilon I+\left(N_{C}+M\right)$ has full range (by Minty's theorem) and so, in particular, $0 \in$ $\operatorname{ran}\left(\varepsilon I+\left(N_{C}+M\right)\right)$ for all $\varepsilon>0$, i.e.

$$
\forall \varepsilon>0 \exists u_{\varepsilon} \in H^{N}\left(0 \in \varepsilon u_{\varepsilon}+\left(N_{C}+M\right)\left(u_{\varepsilon}\right)\right)
$$

In fact, $u_{\varepsilon} \in C$. By (*) we have

$$
\forall(w, h) \in G\left(N_{C}+M\right)(\langle-h, w-c\rangle \leq L)
$$

Applied to $w:=u_{\varepsilon}, h:=-\varepsilon u_{\varepsilon}$, this gives us $\left\langle\varepsilon u_{\varepsilon}, u_{\varepsilon}-c\right\rangle \leq L$ and so

$$
\frac{1}{2} \varepsilon\left\|u_{\varepsilon}\right\|^{2} \leq \frac{1}{2} \varepsilon\|c\|^{2}+L \leq \frac{1}{2} \varepsilon K^{2}+L
$$

Hence (using that $\varepsilon \in(0,1)$ )

$$
\sqrt{\varepsilon} \cdot\left\|u_{\varepsilon}\right\| \leq \sqrt{\varepsilon \cdot K^{2}+2 L} \leq \sqrt{K^{2}+2 L}
$$

Now take $\tilde{\varepsilon}:=\varepsilon^{2} /\left(K^{2}+2 L\right)$. Then $\left\|\tilde{\varepsilon} \cdot u_{\tilde{\varepsilon}}\right\| \leq \varepsilon$ and

$$
\left\|u_{\tilde{\varepsilon}}\right\| \leq \frac{\sqrt{K^{2}+2 L}}{\sqrt{\tilde{\varepsilon}}}=\frac{K^{2}+2 L}{\varepsilon} .
$$

The lemma is now satisfied with $b:=-\tilde{\varepsilon} u_{\tilde{\varepsilon}}$ and $x:=u_{\tilde{\varepsilon}}$.
The next theorem is a quantitative version of the zero displacement conjecture (proved in [3]). Note that it is not needed to actually construct an $\varepsilon$-fixed point $y$ of $T$ but only to construct a norm bound $\alpha_{K}(\varepsilon) \geq\|y\|$ of such a point since the rate of asymptotic regularity in Theorem 2.5 only depends on such a bound but not on $y$ itself.

Theorem 2.11. Let $H$ be a real Hilbert space and $C_{1}, \ldots, C_{N} \subseteq H$ be nonempty closed and convex subsets and $P_{C_{i}}$ the metric projections onto $C_{i}$ for $i=1, \ldots, N$. Let $c=\left(c_{1}, \ldots, c_{N}\right)$ be an arbitrary element of $C:=C_{1} \times \ldots \times C_{N}$ and $K \geq\|c\|$ (with $K \geq 1$ ). Let $T:=$ $P_{C_{N}} \circ \ldots \circ P_{C_{1}}$. Then for every $\varepsilon \in(0,1)$ there exists a point $y \in C_{N}$ with

$$
\|y\| \leq \alpha_{K}(\varepsilon) \text { and }\|T y-y\| \leq \varepsilon
$$

where

$$
\alpha_{K}(\varepsilon):=\frac{\left(K^{2}+N^{3}(N-1)^{2} K^{2}\right) N^{2}}{\varepsilon}
$$

Proof: For given $\varepsilon \in(0,1)$, let $x$ be as in Lemma 2.10. Inspecting the proofs of 'Steps 6-9' in the proof of Theorem 3.1 in [3] shows that for the $N$-th component $x_{N}$ of $x$ one has that

$$
\left\|x_{N}-T x_{N}\right\| \leq N^{2} \varepsilon
$$

The theorem now follows from Lemma 2.9 and Lemma 2.10.
Definition 2.12 ([7]). A mapping $T: H \rightarrow H$ is called firmly nonexpansive if

$$
\forall x, y \in H\left(\|T x-T y\|^{2} \leq\langle x-y, T x-T y\rangle\right)
$$

Remark 2.13. For information on firmly nonexpansive mappings in Hilbert space, see [13].
Lemma 2.14. Let $T$ be as in Theorem 2.11. Then $T$ is strongly nonexpansive with $S N E$ modulus

$$
\omega_{T}(d, \varepsilon):=\frac{1}{16 d}\left(\frac{\varepsilon}{N}\right)^{2}
$$

This modulus also holds for $T=T_{N} \circ \ldots \circ T_{1}$ for any firmly nonexpansive mappings $T_{1}, \ldots, T_{N}: H \rightarrow H$.

Proof: Metric projections in Hilbert space are firmly nonexpansive and so by Corollary 2.18 in [18] (applied to $\lambda:=1 / 2$ ) have $\frac{1}{16 d} \varepsilon^{2}$ as SNE-modulus. The lemma now follows from [18](Theorem 2.10).

Corollary 2.15. Under the conditions of Theorem 2.11, the sequence $\left(x_{n}\right):=\left(T^{n} x\right)$ is asymptotically regular with rate of convergence $\psi\left(\varepsilon, b, D, \alpha_{K}, \omega_{T}\right)$ with $\psi$ as in Theorem 2.5, $\alpha_{K}$ as in Theorem 2.11 and $\omega_{T}$ as in Lemma 2.14, i.e.

$$
\forall \varepsilon \in(0,1) \forall n \geq \psi\left(\varepsilon, b, D, \alpha_{K}, \omega_{T}\right)\left(\left\|x_{n+1}-x_{n}\right\|<\varepsilon\right)
$$

where $b, D>0$ with $b \geq\|x\|$ and $D \geq\|T x-x\|$.
Proof: By Theorem 2.11, $\alpha_{K}(\varepsilon)$ is a norm upper bound for some $\varepsilon$-fixed point of $T$. By Lemma 2.14, $\omega_{T}$ is an SNE-modulus of $T$. Hence the Corollary follows from Theorem 2.5 applied to $\alpha_{K}$ and $\omega_{T}$.

Remark 2.16. 1. The input $D$ in the Corollary 2.15 actually is redundant as such a $D$ can be computed in terms of $b, K, N:\|c\| \leq K$ implies that $\left\|c_{i}\right\| \leq K$ for $1=1, \ldots, N$ and so

$$
\left\|P_{C_{i}} 0\right\| \leq\left\|c_{i}\right\| \leq K
$$

and -using that $P_{C_{i}}$ is nonexpansive - in turn

$$
\forall y \in H\left(\left\|P_{C_{i}} y\right\| \leq\left\|P_{C_{i}} y-P_{C_{i}} 0\right\|+\left\|P_{C_{i}} 0\right\| \leq\|y\|+K\right) .
$$

Inductively, it now follows that for all $i=1, \ldots, N$

$$
\left\|\left(P_{C_{i}} \circ \ldots \circ P_{C_{1}}\right) x\right\| \leq b+i K
$$

and so, in particular, $\|T x\| \leq b+N K$ and, consequently,

$$
\|T x-x\| \leq\|T x\|+\|x\| \leq 2 b+N K .
$$

So we may always take $D:=2 b+N K$.
2. By an affine shift one can always reduce the general situation to the case where $x=0$. Hence the bound in Corollary 2.15 also holds if we take $b:=0$ but then require that $K \geq\left\|\left(c_{1}, \ldots, c_{N}\right)-(x, \ldots, x)\right\|$, i.e. the bound then only depends on the relative distances between each $c_{i}$ and $x$.

In [5], it is observed that the approach in [3] extends to arbitrary firmly nonexpansive mappings $T_{1}, \ldots, T_{N}: H \rightarrow H$ as long as each $T_{i}$ possesses arbitrary good approximate fixed points. One then uses instead of $N_{C}$ the maximal monotone operator

$$
A(x):=\left(A_{1} x_{1}, \ldots, A_{N} x_{N}\right), \text { where } A_{i}:=T_{i}^{-1}-I .
$$

The quantitative analysis given above is largely independent of whether one has $N_{C}$ or $A$ except the issue that we now only have $0 \in \operatorname{cl}(\operatorname{ran}(A))$ instead of $0 \in \operatorname{ran}(A)$. Let us first consider the case where each $T_{i}$ actually possesses a fixed point $p_{i} \in H$. Then for $p=\left(p_{1}, \ldots, p_{N}\right)$ we have $0 \in A(p)$ (and so $\left.0=0+0 \in A(p)+M(0)\right)$ and the proofs of Theorem 2.11 and Corollary 2.15 go through with the only change that we now need a norm bound $K$ on $p=\left(p_{1}, \ldots, p_{N}\right)$ rather than on $c \in C_{1} \times \ldots \times C_{N}$. In particular we have

Theorem 2.17. Let $H$ be a real Hilbert space and $T_{1}, \ldots, T_{N}: H \rightarrow H$ be firmly nonexpansive mappings which posses fixed points $p_{1}, \ldots, p_{N} \in H$ resp. Let $K \geq\left\|p=\left(p_{1}, \ldots, p_{N}\right)\right\|$ (with $K \geq 1$ ). Then for $T:=T_{N} \circ \ldots \circ T_{1}$ and $x_{n}:=T^{n} x$ for $x \in H$ with $b \geq\|x\|$ and $D \geq\|T x-x\|$

$$
\forall \varepsilon \in(0,1) \forall n \geq \psi\left(\varepsilon, b, D, \alpha_{K}, \omega_{T}\right)\left(\left\|x_{n+1}-x_{n}\right\| \leq \varepsilon\right)
$$

with $\psi$ as in Theorem 2.5, $\alpha_{K}$ as in Theorem 2.11 and $\omega_{T}$ as in Lemma 2.14.
If we only have the existence of $\varepsilon$-approximate fixed points $p_{1, \varepsilon}, \ldots, p_{N, \varepsilon} \in H$ for $T_{1}, \ldots, T_{N}$ resp. for every $\varepsilon>0$, i.e.

$$
\left\|T_{i} p_{i, \varepsilon}-p_{i, \varepsilon}\right\|<\varepsilon \text { for } i=1, \ldots, N,
$$

then we have to refine Lemma 2.9 and Lemma 2.10:

Lemma 2.18. Let $x=\left(x_{1}, \ldots, x_{N}\right) \in H^{N}$ with $\|x\| \leq K$ (with $K \geq 1$ ) and $f=$ $\left(f_{1}, \ldots, f_{N}\right) \in H^{N}$ with $\|f\| \leq 1$. Then

$$
\sup _{w \in H^{N}}\langle w-x, M f-M w\rangle \leq \frac{N^{3}(N-1)^{2}}{2} \cdot(K+1)^{2}+2 K
$$

Proof: As in 'Step 3' in the proof of Theorem 3.1 in [3] one shows that

$$
\sup _{w \in H^{N}}\langle w-x, M f-M w\rangle \leq-\langle x, M f\rangle+2 q^{*}\left(\frac{1}{2} M f+\frac{1}{2} M^{*} x\right)
$$

where
$\frac{1}{2} M f+\frac{1}{2} M^{*} x=\frac{1}{2} z:=\frac{1}{2}\left(x_{1}-x_{2}+\left(f_{1}-f_{N}\right), x_{2}-x_{1}+\left(f_{2}-f_{1}\right), \ldots, x_{N}-x_{1}+\left(f_{N}-f_{N-1}\right)\right)$.
Since $\sum_{n=1}^{N} z_{n}=0$ and $\frac{1}{2}\|z\| \leq K+1$, Lemma 2.8 implies that

$$
q^{*}((1 / 2) z) \leq \frac{N^{3}(N-1)^{2}}{4} \cdot(K+1)^{2}
$$

Also

$$
-\langle x, M f\rangle \leq\|x\| \cdot\|M f\| \leq 2\|x\| \leq 2 K
$$

and so the lemma follows.
Lemma 2.19. Let $\varepsilon \in(0,1), x$ be as in the previous lemma and assume that $\tilde{T}(x):=$ $\left(T_{1} x_{1}, \ldots, T_{N} x_{N}\right)$ possesses $\varepsilon$-approximate fixed points $p_{\varepsilon}=\left(p_{1, \varepsilon}, \ldots, p_{N, \varepsilon}\right) \in H^{N}$ for every $\varepsilon \in(0,1)$ with $\left\|\tilde{T} p_{\varepsilon}\right\| \leq K(\varepsilon)$, where $K:(0, \infty) \rightarrow[1, \infty)$. If $L \geq 0$ is such that for all $g \in H$ with $\|g\| \leq 1$

$$
\sup _{w \in H^{N}}\left\langle w-\tilde{T} p_{\varepsilon / 4}, M g-M w\right\rangle \leq L
$$

then

$$
\forall \varepsilon \in(0,1) \exists b, x \in H^{N}\left(b \in A(x)+M(x) \wedge\|x\| \leq 4\left(K(\varepsilon / 4)^{2}+2 L\right) / \varepsilon \wedge\|b\| \leq \varepsilon\right)
$$

Proof: By Corollary 2.6 in [5] $A+M$ is maximal monotone. By the existence of $\varepsilon$-fixed points of $\tilde{T}$ one has, taking an $\varepsilon / 4$-fixed point $p$ with $\|\tilde{T} p\| \leq K(\varepsilon / 4)$, the existence of $q \in A(\tilde{T} p)$ with $\|q\| \leq \varepsilon / 4 \leq 1$, namely $q=p-\tilde{T} p$. Hence $f:=q+M q \in A(\tilde{T} p)+M q$ with $\|f\| \leq 3\|q\| \leq 3 \varepsilon / 4$. We now follow again the reasoning from the proof of Theorem 4 in [6]: By the monotonicity of $A$ it follows that

$$
\left\langle h_{1}-q, z-\tilde{T} p\right\rangle \geq 0, \forall\left(z, h_{1}\right) \in G(A)
$$

By the assumption in the lemma we have

$$
\langle M w-M q, w-\tilde{T} p\rangle \geq-L, \forall w \in H^{N}
$$

and so

$$
\text { (*) }\langle h-f, w-\tilde{T} p\rangle \geq-L, \forall(w, h) \in G(A+M) \text {. }
$$

We now follow quantitatively the proof of Lemma 1 in [6]: Since $A+M$ is maximal monotone, $\tilde{\varepsilon} I+(A+M)$ has full range for every $\tilde{\varepsilon}>0$ by Minty's theorem and so, in particular, $f \in \operatorname{ran}(\tilde{\varepsilon} I+(A+M))$, i.e.

$$
\forall \tilde{\varepsilon}>0 \exists u_{\tilde{\varepsilon}} \in H^{N}\left(f \in \tilde{\varepsilon} u_{\tilde{\varepsilon}}+(A+M)\left(u_{\tilde{\varepsilon}}\right)\right) .
$$

By (*) we have

$$
\forall(w, h) \in G(A+M)(\langle f-h, w-\tilde{T} p\rangle \leq L) .
$$

Applied to $w:=u_{\tilde{\varepsilon}}, h:=f-\tilde{\varepsilon} u_{\tilde{\varepsilon}}$, this gives us $\left\langle\tilde{\varepsilon} u \tilde{\varepsilon}, u_{\tilde{\varepsilon}}-\tilde{T} p\right\rangle \leq L$ and so

$$
\frac{1}{2} \tilde{\varepsilon}\left\|u_{\tilde{\varepsilon}}\right\|^{2} \leq \frac{1}{2} \tilde{\varepsilon}\|\tilde{T} p\|^{2}+L \leq \frac{1}{2} \tilde{\varepsilon} K(\varepsilon / 4)^{2}+L .
$$

Hence (for $\tilde{\varepsilon} \in(0,1)$ )

$$
\sqrt{\tilde{\varepsilon}} \cdot\left\|u_{\tilde{\varepsilon}}\right\| \leq \sqrt{\tilde{\varepsilon} \cdot K(\varepsilon / 4)^{2}+2 L} \leq \sqrt{K(\varepsilon / 4)^{2}+2 L} .
$$

Now take $\tilde{\varepsilon}:=(\varepsilon / 4)^{2} /\left(K(\varepsilon / 4)^{2}+2 L\right)$. Then $\left\|\tilde{\varepsilon} u_{\tilde{\varepsilon}}\right\| \leq \varepsilon / 4$ and so $\left\|f-\tilde{\varepsilon} u_{\tilde{\varepsilon}}\right\| \leq \varepsilon$ and

$$
\left\|u_{\tilde{\varepsilon}}\right\| \leq \frac{\sqrt{K(\varepsilon / 4)^{2}+2 L}}{\sqrt{\tilde{\varepsilon}}}=\frac{4\left(K(\varepsilon / 4)^{2}+2 L\right)}{\varepsilon} .
$$

The lemma is now satisfied with $b:=f-\tilde{\varepsilon} u \tilde{\varepsilon}$ and $x:=u_{\tilde{\varepsilon}}$.
Theorem 2.20. Let $H$ be a real Hilbert space, $K:(0, \infty) \rightarrow[1, \infty)$ be a mapping and $T_{1}, \ldots, T_{N}: H \rightarrow H$ be firmly nonexpansive mappings s.t. for each $\varepsilon>0$ the mapping $T_{1} \times \ldots \times T_{N}: H^{N} \rightarrow H^{N}$ has an $\varepsilon$-fixed point $p_{\varepsilon}$ with $\left\|p_{\varepsilon}\right\| \leq K(\varepsilon)$. Let $T:=T_{N} \circ \ldots \circ T_{1}$. Then for every $\varepsilon \in(0,1)$ there exists a point $y \in H$ with

$$
\|y\| \leq \alpha_{K}(\varepsilon) \text { and }\|T y-y\| \leq \varepsilon \text {, }
$$

where

$$
\alpha_{K}(\varepsilon):=4\left((K(\varepsilon / 4)+1)^{2}+N^{3}(N-1)^{2}(K(\varepsilon / 4)+2)^{2}+4 K(\varepsilon / 4)+4\right) N^{2} / \varepsilon .
$$

Proof: For given $\varepsilon \in(0,1)$, let $x$ be as in Lemma 2.19. Inspecting the proofs of Theorem 3.1(ii)-(v) in [5] one shows that for the $N$-th component $x_{N}$ of $x$ one has that

$$
\left\|x_{N}-T x_{N}\right\| \leq N^{2} \varepsilon .
$$

The theorem now follows from Lemma 2.18 (applied to $x:=\tilde{T} p_{\varepsilon / 4}$ and $K:=K(\varepsilon / 4)+1$ ) and Lemma 2.19 (applied to $K^{\prime}(\varepsilon):=K(\varepsilon)+1$ ) noticing that

$$
\left\|\tilde{T} p_{\varepsilon / 4}\right\| \leq\left\|p_{\varepsilon / 4}\right\|+\varepsilon / 4 \leq K(\varepsilon / 4)+1
$$

Corollary 2.21. Under the conditions of Theorem 2.20, the sequence $\left(x_{n}\right):=\left(T^{n} x\right)$ is asymptotically regular with rate of convergence $\psi\left(\varepsilon, b, D, \alpha_{K}, \omega_{T}\right)$ with $\psi$ as in Theorem 2.5, $\alpha_{K}$ as in Theorem 2.20 and $\omega_{T}$ as in Lemma 2.14, i.e. for $b, D>0$ with $b \geq\|x\|$ and $D \geq\|T x-x\|$

$$
\forall \varepsilon \in(0,1) \forall n \geq \psi\left(\varepsilon, b, D, \alpha_{K}, \omega_{T}\right)\left(\left\|x_{n+1}-x_{n}\right\|<\varepsilon\right)
$$

Remark 2.22. Also in Theorem 2.17 and in Corollary 2.21 one can compute the upper bound $D$ already in terms of the other data: let $p=\left(p_{1}, \ldots, p_{N}\right)$ be a 1-approximate fixed point of $\left(T_{1}, \ldots, T_{N}\right)$ with $\|p\| \leq K(1)$. Then, in particular, $\left\|T_{i} p_{i}-p_{i}\right\| \leq 1$ and so $\left\|T_{i} p_{i}\right\| \leq$ $\left\|p_{i}\right\|+1 \leq K(1)+1$ for $i=1, \ldots, N$. Hence for all $y \in H$

$$
\left\|T_{i} y\right\| \leq\left\|T_{i} y-T_{i} p_{i}\right\|+\left\|T_{i} p_{i}\right\| \leq\left\|y-p_{i}\right\|+K(1)+1 \leq\|y\|+2 K(1)+1
$$

and so $\|T x\| \leq b+N(2 K(1)+1)$ and, finally, $\|T x-x\| \leq 2 b+N(2 K(1)+1)$.
As follows from [18], the asymptotic regularity of SNE-mappings $T$ (in arbitrary Banach spaces) and hence of compositions of firmly nonexpansive mappings (in uniformly convex Banach spaces) is much easier when $T$ is assumed to have a fixed point. We state here this only for the case of a Hilbert space $H$ :

Theorem 2.23. Let $C \subseteq H$ be any subset of a real Hilbert space $H$ and let $T_{1}, \ldots, T_{N}$ : $C \rightarrow C$ be firmly nonexpansive mappings. Let $T:=T_{N} \circ \ldots \circ T_{1}$ possess a fixed point $p \in C$ and, for $x \in C$, let $b \geq\|x-p\|, b>0$. Then for $x_{n}:=T^{n} x:$

$$
\forall \varepsilon>0 \forall n \geq\left\lceil b / \omega_{T}(b, \varepsilon)\right\rceil\left(\left\|x_{n+1}-x_{n}\right\|<\varepsilon\right)
$$

where

$$
\omega_{T}(b, \varepsilon):=\frac{1}{16 b}(\varepsilon / N)^{2}
$$

Proof: The theorem is immediate from Theorems 2.8, 2.10 and Corollary 2.18 in [18].
If $T_{1}, \ldots, T_{N}$ have common fixed points then one has explicit bounds on the number of $T$-iterations needed to obtain a common $\varepsilon$-fixed point of $T_{1}, \ldots, T_{N}:$ see $[18]$ and - for the case of convex combinations of projections in Hilbert space - [15].

## References

[1] Avigad, J., Iovino, J., Ultraproducts and metastability. New York J. of Math. 19, pp. 713-727 (2013).
[2] Baillon, J. and Bruck, R.E., The rate of asymptotic regularity is $O(1 / n)[O / \sqrt{n}]$, in: Theory and applications of nonlinear operators of accretive and monotone type, pp. 51-81, Dekker, 1996.
[3] Bauschke, H.H., The composition of projections onto closed convex sets in Hilbert space is asymptotically regular. Proc. Amer. Math. Soc. 131, pp. 141-146 (2003).
[4] Bauschke, H.H., Borwein, J.M., Lewis, A.S., The method of cyclic projections for closed convex sets in Hilbert space. In: Recent developments in optimization theory and nonlinear analysis (Jerusalem 1995), pp. 1-38, Amer. Math. Soc., Providence, RI, 1997.
[5] Bauschke, H.H., Martín-Márquez, V., Moffat, S.M., Wang, X., Compositions and convex combinations of asymptotically regular firmly nonexpansive mappings are also asymptotically regular. Fixed Point Theory and Applications 2012:52, 11pp., doi:10.1186/1687-1812-2012-53.
[6] Brezis, H., Haraux, A., Image d'une somme d'operateurs monotones et applications. Israel Journal of Mathematics 23, pp. 165-186 (1976).
[7] Browder, F.E., Convergence theorems for sequences of nonlinear operators in Banach spaces. Math. Zeitschrift 100, pp. 201-225 (1967).
[8] Browder, F.E., Petryshyn, W.V., The solution by iteration of nonlinear functional equations in Banach spaces. Bull. Amer. Math. Soc. 72, pp. 571-575 (1966).
[9] Bruck, R.E, A simple proof that the rate of asymptotic regularity of $(I+T) / 2$ is $O(1 / \sqrt{n})$, in: Recent advances on metric fixed point theory (Seville, 1995), pp. 11-18, 1996.
[10] Bruck, R.E., Reich, S., Nonexpansive projections and resolvents of accretive operators in Banach spaces. Houston J. Math. 3, pp. 459-470 (1977).
[11] Cho, S., A variant of continuous logic and applications to fixed point theory. Preprint 2016, arXiv:1610.05397.
[12] Gerhardy, P., Kohlenbach, U., General logical metatheorems for functional analysis. Trans. Amer. Math. Soc. 360, pp. 2615-2660 (2008).
[13] Goebel, K. and Reich, S., Uniform Convexity, Hyperbolic Geometry, and Nonexpansive Mappings, Marcel Dekker, New York, 1984.
[14] Günzel, D., Logical metatheorems in the context of families of abstract metric structures. Master-Thesis, TU Darmstadt. 2013.
[15] Khan, M.A.A., Kohlenbach, U., Quantitative image recovery theorems. Nonlinear Anal. 106, pp. 138-150 (2014).
[16] Kohlenbach, U., Some logical metatheorems with applications in functional analysis. Trans. Amer. Math. Soc. 357, no. 1, pp. 89-128 (2005).
[17] Kohlenbach, U., Applied Proof Theory: Proof Interpretations and their Use in Mathematics. Springer Monographs in Mathematics. xx +536 pp., Springer Heidelberg-Berlin, 2008.
[18] Kohlenbach, U., On the quantitative asymptotic behavior of strongly nonexpansive mappings in Banach and geodesic spaces. Israel Journal of Mathematics 216, pp. 215246 (2016).
[19] Reich, S., Asymptotic behavior of contractions in Banach spaces. J. Math. Anal. Appl. 44, pp. 57-70 (1973).
[20] Reich, S., The range of sums of accretive and monotone operators. J. Math. Anal. Appl. 68, pp. 310-317 (1979).
[21] Reich, S., A limit theorem for projections, Linear and Multilinear Algebra 13, pp. 281-290 (1983).

