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1 Introduction

This survey reports on some recent developments in the project of applying proof
theory to proofs in core mathematics. The historical roots, however, go back
to Hilbert’s central theme in the foundations of mathematics which can be para-
phrased by the following question

“How is it that abstract methods (‘ideal elements’) can be used to prove ‘real’
statements e.g. about the natural numbers and is this use necessary in principle?”

Hilbert’s original aim, to show the consistency of the use of such ideal elements
by finitistic means, which would gfice to eliminate these ideal elements from
proofs of purely universal (‘real’) theorems (‘Hilbert's program’), turned out to
be impossible for theories containing &fstient amount of number theory by K.
Godel's 2nd incompleteness theorem. Nevetheless, various partial realizations of
this program and many relative consistency proofs could be achieved. One class
of tools used to obtain this are so-called proof interpretationkich transform
proofs p in theories7™ of theoremsA into new proofsp' in theories7' of the
interpretationA' of A If (0 = 1) = (0 = 1), then this yields a consistency proof

for 7~ relative to the assumed consistency7of Whereas, Hilbert’s program fo-
cusses exclusively on (ideal proofs of) purely universal theorems, a natural ‘shift
of emphasis’ (G. Kreisel) is to try to apply proof interpretations to interesting
proofs of existential theorems with the goal to extract new information from the
proof which was not visible beforehafidThis new information often consists of
effective data such as algorithms dfeetive bounds (extracted from prima facie
ineffective proofs) but also continuous dependence or even full independence of
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1As stressed by Kreisel, for this applied purpose, proofs of universal lemmas do not matter
at all (but only their truth) so that such lemmas may be taken simply as axioms. So Kreisel's
emphasis is sort of opposite to that in Hilbert's program.



solutions from certain parameters (uniformity). Another aspect is the generaliza-
tion of proofs by a weakening of the premises.
Already in the 50’s G. Kreisel had asked

‘What more do we know if we have proved a theorem by restricted means
than if we merely know that it is true?’

Kreisel proposed to apply proof theoretic techniques — originally developed for
foundational purposes — to concrete proofs in mathematics which mathematicians
could not ‘unwind’ themselves (see e.g.[78] 185, 27] and - more recently - [86]).

Kreisel's idea ofunwinding proofs, i.e. the logical analysis of proofs using tech-
niques from proof theory, has been applied e.g. to number theory (77, 84]), com-
binatorics ([32, 3,47, 100]) (though the latter two papers also apply combinatorics
to proof theory) and algebra ([19,120,/21] 26]). During the last 10-15 years, how-
ever, the most systematic development of such an applied proof theory (also called
‘Proof Mining’) took place in connection with applications to numerical analysis
(approximation theory) and functional analysis (nonlinear analysis, fixed point
theory and ergodic theory), see elg.![1,[14,15] 16, 30, 55, 61, 62,164,/70,/71, 72,
69,73, 74| 83]. The area of analysis and, in particular, functional analysis seems
specially suited for this approach as here issues of representations of analytical
objects (usually not made explicit in mathematics) play a crucial role and are sys-
tematically addressed by techniques such as proof interpretations.

Moreover, in the context of applications to functional analysis, new logical metathe-
orems have been developed which not only a priori guarantee the extractability of
effective bounds but also qualitatively new uniformity results (5eél[63, 31, 82]).
These metatheorems and the resulting applications to concrete proofs in analysis
are all based on suitable extensions and refinements of so-called functional inter-
pretations which have the root in Godel’s ‘Dialectica Interpretation’l ([36, 68]). In
particular, a monotone functional interpretation due to the author [56] is crucially
used.

Recently, Terence Tad ([98,199]) arrived, prompted by some of his famou@work
on the use of ergodic theory in combinatorics and number theory, at a proposal
of so-called ‘hard analysis’ (as opposed to ‘soft analysis’) which roughly can be
understood as carrying out analysis on the level of uniform bounds in the sense of
monotone functional interpretation which in many cases allows one to ‘finitize’
analytic assumptions and to arrive at qualitatively stronger results. Indeed, one of
the main benefits of the metatheorems proved in[[683, 31] is that they allow one to
do exactly this (e.g. it is shown how to remove assumptions like the existence of

2Tao was awarded a fields medal for this work in 2006. One particularly celebrated result is his
ergodic theoretic proof (together with B. Green) that there are arithmetic progressions of arbitrary
length in the prime numbers.



fixed points etc. in proofs). Tao illustrates his ideas using two examples: a finite
convergence principle and a ‘finitary’ infinite pigeonhole principle. We indicate

below how the former and a variant of the latter directly result from monotone
functional interpretation.

In this survey we sketch some of the central techniques for applied proof theory
and list a few keynote applications in various areas of mathematics. As to the
proof theoretic methods we discuss we focus (rather than aiming at a complete
list of the various techniques that have been developed over the years) on those
which have been instrumental in finding new mathematical results (when applied
to specific proofs).

Since the number of applications in functional analysis is rather large and we just
published a comprehensive survey on the results obtained up to 2006 in [67] we
will mainly restrict our selection in this area to some recent results from 2007 (not
covered in[[67]).

Obviously, a short paper like this can only touch in a very superficial way most of
the issues it addresses. For a more serious and comprehensive treatment of both
the logical aspects of proof interpretations as well as their uses in mathematics we
have to refer the reader to the forthcoming baok [66].

For a proper understanding of the rest of this article we presuppose some basic
knowledge of first order logic and type systems as well as of basic notions from
abstract analysis such as metric, normed and Hilbert spaces while all other con-
cepts used will be defined. Some of the results are formulated in the general con-
text of so-called hyperbolic spaces (which comprises both normed spaces as well
as important structures frequently used in geometric group theory such as CAT(0)-
spaces in the sense of Gromov). However, one can get a proper understanding of
the main results already by just replacing ‘hyperbolic space’ everywhere by ‘con-
vex subset of a normed space’ and{(2)x® Ay’ by ‘(1 — )X+ Ay'.

Notation: Throughout this paper N={0,1,2,...}.

2 Some tools from proof theory

One of the oldest tools from proof theory, which has be@ectively used by H.
Luckhardt in the unwinding of proofs of the famous finiteness theorem of Roth
in diophantine approximation (see section 3 below), is Herbrand’s theorem which
we formulate here only for the casel?ﬁg-sentences (which covers finiteness state-
ments such as the one proved by Roth).

Let
A=VxayWz Ay(X.Y, 2)



be sentence whews is quantifier-free.
The so-called Herbrand normal forh of A is defined as

A" = Vxay Age (XY, F(Y)),

wheref is a new function symbol (also called index function). Herbrand’s theo-
rem states two things:

1) From a given proof oA in predicate logic without equality one can extract
finitely many termdy, .. ., t, which are built up out ok, f and the constants
occurring inA such that

AP = \n/Aqf(X, ti, f(t))
=1

is a tautology.

2) There is a direct derivation (using only appropriate quantifier introduction
rules and contractions) from any disjunction of the fotP to A.

Remark 2.1. Over 2nd order logic where we can quantify over functions and can
write A" as ¥ f, x3ay Ag¢(X, Y, f(y)), the Herbrand normal form Aand A can be
shown to be equivalent (using the axiom of choice).

Let us illustrate things using the following logically valid sentence of the required
form
A= Vxaywz(P(x,y) v =P(x, 2)),

where
A =)y (P(x,Y) v =P(x, f(¥))).

Whereas no single term instantiated fay" produces a tautology, two terns:=
X, tp := f(x) will do since

AR = (P(x, X) vV =P(x, (X)) V (P(x, (X)) vV =P(x, f(f(x))))

is a tautology.

For the 2nd claim in Herbrand’s theorem one argues as folloWs? remains
being a tautology if we replace thieterms starting from the term of greatest
depth successively by new variables resulting in

AP := (P(x,X) V =P(x,¥)) V (P(X,y) V =P(x, 2))

from which we arrive back t@ by an obvious direct proof (first introducing the
quantifiers in the 2nd disjunct and then the ones in the first disjunct and finally



applying a contraction).
Itis an easy exercise to show that in general for sentefces x3yvz Ayt (X, Y, 2),
AP can always be written in the linearly ordered form

(L) (Aqf(X, t1, bl) \Y Aqf(X, to, bg) V...V Aqf(X, ty, bk),

where theb; are new variables artddoes not contain anly; with i < j (see[[77]).

It is this form of Herbrand’s theorem, which — appropriately reformulated — also
extends theories having only purely universal axioms, that is used by H. Luck-
hardt.

For theories which logically complex axioms (e.g. general induction axioms) such
as Peano Arithmetic PA, Herbrand’s theorem does not extend. However, the for-
mulation A™P suggests the following generalization: suppose that we work in a
theory with decidable prime formulas (and hence decidable quantifier-free for-
mulas) such as PA. Then the above Herbrand disjundiléh can be written as
(using function quantifiers)

vi AQf(X’ (D(X7 f)’ f((I)(X, f)))’
with
Dd(x, ) =[x, f],

where 1< i < nis least such that

Aqf(x’ ti[X’ f]’ f(ti[x’ f]))

holds. If one is working in a system containing some arithmetic and interested
only in abound on a number quantifiedy’ in A" one can take simply

@ (X, ) ;= max{tyx, f],...,ta[x ]}

which is even independent from the prime formulagin

Whereas for theoremA proved in theorie§™ having only universal axioms (so-
called ‘open’ theories) it siices to use terms that are built of theAH- and 7 -
material, so that fo®, ®* in addition to this only definition-by-case functions
resp. a maximum function are required, it is clear that for more complicated
theories7 more complicated classes of functiondsre required. This leads to
the following definition

Definition 2.2 (Kreisel [75,[76]). A computable functionab : N x NN — N
satisfies the no-counterexample interpretation (short: n.c.i.) of a sentence

A = VxayWz Aji(x, Y, 2) € L(PA)



vxe NV e NN Ay (x, @(x, f), f(D(X, f)))

is true.

We illustrate the no-counterexample interpretation by the following example used
already by G. Kreisel in [75] and which recently received new attention by T. Tao’s
discussion in[[98]: Letd,) be a nonincreasing sequence inlP Then, clearly,

(an) is convergent and so a Cauchy sequence. For convenience, we express this
fact in the following form

(1) Yke Nane NVme NVi, j e [mn+m] (Ja - aj] <27),

where p;n+m]:={n,n+1,...,n+ m}.

Then (treating for the moment between real numbers as a primitive predicate
and disregarding the bounded quantifiefis j € [n; n+m]’) the Herbrand normal
form of this statement is

(2) Vk e NVge NVane NVi, j € [n;n+ g(n)] (la — aj < 279).

By the well-known counterexamples due to E. Specker (‘Specker sequences’)
there exist easily computable such sequenagseyven of rational numbers for
which there is no computable bound ain’ in (1). By contrast, there is a sim-

ple primitive recursive (in the sense of [51]) functiodal(g, k) which provides a
bound on (2) (also referred to as ‘metastability’ in Tao [98]):

Proposition 2.3 (see e.gl [66])Let (a,) be any nonincreasing sequencdnl]
then

vk e NVg e NNan < @*(g,K)Vi, j € [mn+g(n)] (la — & < 279),
where
@*(g, K) := §7(0) with §(n) := n + g(n).
Moreover, there exists and 2¢ such that n can be taken &9 (0)f

It is of interest here that the boudt (g, k) in propositior] 2.B does not depend on
(ay) at all (see also the discussion of this point further below).

Remark 2.4. If (a,) is a sequence of rational numbers so tkabecomes (prim-
itive recursively) decidable, then using the bouhtl and primitive recursive
bounded search one can obtain a functiofefthis time depending ofa,)) that
satisfies the no-counterexample interpretation of this principle. Such a solution

3Forg: N — N andn e N we defineg®(0) := 0, g™ (0) := g(g™(0)).



is also possible for sequencés,) of real numbers gusing rational approxima-

tions as the proper n.c.i.-treatmentofdefined in terms of representatives of real
numbers given as Cauchy sequences of rational numbers with some fixed rate
of convergence would insist on doing. We bypassed this issue since we are only
interested in the bound*.

As an immediate consequence of propositiof 2.3 we obtain the following (explicit
version of the) ‘finite convergence principle’ which recently has been discussed
by T. Tao ([98/ 99]):

Corollary 2.5. For all k € N,g € NN there exists an M= N such that for all
nonincreasing finite sequencés< ay < ... < a < 1 of length M+ 1in [0, 1]
there exists an & N with

n+g(n) <MAVi,je[mn+gn)](la—al <2™).
Moreover, we can compute M as M ®*(g, k), whered* is as in propositioif 2]3.

Let us now consider general prenex normal sentences

A= 3AxVy .. 3% YYn Agr(Xe Vi, - - -5 X, Vi)

and their Herbrand normal form (written again with function quantifiers)

A =V, T3 X0 Agr (X, (X)), s Xa, Fa(Xas -, X0)).

Then we say thab,, ..., ®, satisfy the n.c.i. ofA if (writing i for fi,..., f))

VE Aqr(@1(), fu(@1(F)). ... n(). Fol@1(F). ... ()

holds.

The problem with the n.c.i. is that for sentences that no longefidre Her-
brand normal form in general is too much of a weakening of the original sentence
such that a witness (or bound) as required in its no-counterexample interpretation
would reflect the correct computational contribution the use of such a sentence in
a proof of somé13-theorem might have. In fact, even fif-sentences

A= VxayWz Ai(X.Y,2)
the n.c.i. of any prenex normal formA(— B)P" of an implicationA — B, where
B = Yu3av Byt (u, v)

in I1J is too weak to allow for a solution of the modus ponens by constructing
a realizing function foB (out of functionals satisfying the n.c.i. &fand A —



B)P") without an explosion in the computational complexity (seé [59] for a detailed
discussion of the ‘modus ponens’ problem for n.c.i.).
If

A = AxVy3Az Aii(X, Y, 2)

is in 23 (or of higher complexity) then already the n.c.i. Afmight fail to give

the correct result. This has to do with the fact that in order to iAfeack from

A" for suchA one needs AC (though — in the casefofc £(PA) — only from

N to N and so rather than a proper choice axiom just a form of arithmetical
comprehension) applied f@-formulas (or of higher complexity) whereas in the
case offI3-sentences it was needed only for quantifier-free (and hence decidable)
formulas. This already matters even for bounded quantifigxs< &’ as can be
illustrated by the infinitary pigeonhole principle

(IPP):¥ne NVf : N —» Cdi <nvke NIm> k(f(m) =),

whereC, :={0,1,...,n}.
The Herbrand normal form of (IPP) is

(IPPY' =¥ne NVf : N — C,YF : C, —» N3i < ndm > F(i) (f(m) = i)

which gives rise to the following computationally almost trivial solution for the
n.c.i. of IPP:

M(n, f, F) := maxF() : i < n}andI(n, f, F) := f(M(n, f, F))

are realizers for3i’ and ‘Im’ in (IPP)", despite of the fact that the proof of
IPP requires some substantial amount of induction (more precisely the so-called
bounded collection principle far?-formulas whose strength is in betweEf
andX2-induction).

We use this principle to motivate the Gédel functional (‘Dialectica’) interpretation
D (and its monotone variant), where we refer here always to its combindiibn
with some negative translatiow (e.g. one may use the so-called Shoenfield vari-
ant from [95], se€ [97]). This interpretation produce®'& = VXY A.(X,Y) nor-

mal form for arbitrary formulag,, whereA., is quantifier-free, such that the equiv-
alence betweeA andANP follows using only (classical logic anduantifier-free
choice

QF-AC :Vxay Fyi(X,y) = AYVXFgi(X Y(X)) (Fqr quantifier-free)

The price to be paid for this is that we need QF-AC for objects of arbitrary finite
type (over some base type such as N) and 2196in ANP will be functionals of
higher type (where the types depend on the logical complexi).of



The ND-interpretation of (IPP) is arrived at in the following way (strictly speaking
AND is defined as thav-form resulting from a final QF-AC application to o¥H-
form which we omit here for better readability)

QF-AC
(IPP) &
. .. QF-AC
Yne NVf: N - Cdi<ndg: N - NVke N(g(k) > kA f(gk) =i) &
Yne NVf:N - CVK:CoxN¥N - N3i<ndg:N - N
(9(K(i, 9)) = K(i,g) A F(9(K(i,@))) = i) =: (IPPJ*®.

The functional interpretation of (IPP) requires functiords f, K) andG(n, f, K)
realizing 9i’ and ‘dg'.

Note that the implication<’ in the second equivalence above only needs com-
putable (inf) and hence continuous functionds

These functionals reflect the correct computational contribution of the use of (IPP)
in a proof as follows from the general soundness theorem of functional interpre-
tation. I, K can be defined using primitive recursion of type leveHbwever, to

get a usable notation for these functionals it is advisable to use a finite form of bar
recursion as is done in [90]. We refer to that paper as well as [66] for a detailed
discussion and urge the reader to try to come up directly with a solutidn@oto
appreciate the highly nontrivial task performed by functional interpretation even
restricted to a principle as simple as (IPP).

In the applications to analysis discussed in secfiohs 5, 6]and 7 below, one actually
is interested in the extraction of bounds (rather than realizers) which, however,
need to bauniform, i.e. independent from various parameters, to be useful. This
can be achieved by modifying Gédel’s functional interpretation in such a way that
instead of realizers for the functional interpretation so-called majorants (a sort of
hereditarily monotone bounds) are extracted. This variant has been introduced in
[56] under the name ahonotone functional interpretationE] Not only does this
interpretation directly extract uniform bounds, it also nicely extends to important
subsystems of analysis (based on the binary ‘weak’ Konig’'s lemma WKL) and
simplifies the extraction algorithm (see e.g.![41] for a detailed complexity analy-
sis). In its simplest form the notion of majorizability (due to W.A. Howard [44])

is defined as follows for functionals of finite type over N :

Definition 2.6. Between functionals of tygethe following binary relation is de-
fined by induction op :
{ X 2N X=X > X,
X" Zp—w X = vy*»y(yk Zp y— X*y* Rt Xy)

4A related so-called bounded functional interpretation was recently designed in Ferreira-Oliva
[28] and has interesting applications to systems of feasible analysis ($ee [29]).




X <, y is defined as the pointwise inequality relation.

Remark 2.7. Sometimes, a variant ¢f due to Bezen [8] with a clause*¥ >
X'y" added is useful too.

Let us recall that a metric spac¥, () is calledcompleteif every Cauchy se-
guence inX converges and it is callexkparabldf there exists a countable subset
Xeount € X such that eackx € X can be arbitrarily good approximated by ele-
ments inX,ounte A complete separable metric space is also call@dlesh metric
space One way of defining theompactnessf a complete metric space is by its
total boundednesshich means that for each> O there are finitely many points
X1,... X%, € X such that any € X is e-close to one of these points. E.g, 10" is
compact (w.r.t. the Euclidean metric) wheredsi&not. Obviously, any compact
metric space is separable and so a Polish space. Via an appropriate so-called stan-
dard representation of Polish (i.e. complete separable) metric sPaes com-

pact (i.e. complete and totally bounded) metric spacesa the Baire space N
respectively an appropriate compact subsgdce NV : vn e N(f(n) < M(n)}

(for some &ective M) it follows that the monotone functional interpretation ex-
tracts bound®* that are independent from parameters ranging over compact met-
ric spaces but depend on representatifiyes NN for parameters € P in Polish
spaces (see theorern 2.10 below).

The uniformity of the bound in propositign 2.3 above (and hence Tao’s finite con-
vergence principle) can be seen as an instance of monotone functional interpre-
tation using the representation of the space of sequenceslihgd the compact
metric space [0L]N (with the product metric).

In the case of (IPP) one obtains majordritandG* for I, G which — using that the
constanta function majorizesf : N — C,, — no longer depend oh but require

a majorantK* for the argumenkK in the case oG* (asl* we simply can take the
constanta functional). Not every functionak does possess a majoraft but
among others e.g. all’s that are continuous ig (w.r.t. to the product topology

on NM) do. For continuou one can even replaggby some initial segment
encoded in a numben (we use ] to denote the function which continues this
initial segment by zeroes). Then as a consequence of the monotone interpretation
and the uniform continuity o (in g) on{g : g <; G*(n, K*)} we get the following
semi-finite form

vne NVK : C,x NN 5 NIM e NVf : Cy — C,3i <ndm< M
(Imagd[m]) < Cy A [MI(K(i, [m])) > K@i, [m]) A f(mI(K(i, [m]))) = i)

of (IPP) which is a kind of reformulation of Tao’s “finitary’ infinite pigeonhole
principle discussed in [98, 99].



Both for carrying out (monotone) functional interpretation as well as for formal-
izing proofs in analysis, formal systems based on (fragments of) arithmetic PA
in the language of functionals in all finite types over N augmented by suitable
analytical principles such as WKL are most convenient. For many such systems
7%, e.g. PA+QF-AC+WKL, one can prove results of the following type (using

‘1’ to denote the type N— N):

Theorem 2.8 (Kohlenbach [53[ 56, 57])Let Ay(x*, y!, Z2N) = 3Z2A4 (XY, Z 2),
where A a quantifier-free formula and -Acontains only xy, z free. Here s any
tuple of variables up to typ2 Let s be a closed term.

monotone functional interpretation extracts a closed térmof 7« such that

From a7 “-proof of Vx!vy <; sxazN As(x,y, 2)
T VXY <4 X3z < O(X) A3(X, Y, 2).

Note that the bound(x) does not depend on

Remark 2.9. In fact, even the existential quantifieig can be bounded (in the
sense ok, wherep(< 2) is the type of the respective variable).

If 7 is based on a weak form of extensionality given by a quantifier-free rule (see
below), then y might have any type.

Instead of single variables ¥ z we may have tuples as well.

In the case of PA+QF-AC+WKL the boundd will be a primitive recursive func-

tional in the sense of Hilberf [43] and Godel [36]. If PAs restricted toz?-
induction and primitive recursion in the sense of Kleene only, tibewill be
primitive recursive in the sense of Kleene. If one uses systems of bounded arith-
metic such as A\“ (from [57]) instead of PA, then®(x) will be given by a term

built up out of @S, +, - andxM(k) := maxx(i) : i < k} only, i.e. a polynomial in

xM. So in the presence of WKL (corresponding to the Heine-Borel compactness
of spaces such as,[0]") as the only genuine analytical principle the complexity

of ® is determined solely by the strength of the underlying arithmetical system. In
the presence of (instances of) sequential compactness (corresponding to instances
of arithmetical comprehension) this is no longer the case but the contribution of
this form of compactness still is rather limited in many cases (see [58]). If higher
comprehension over numbers is used or even dependent choice in all types — we
denote the resulting system 5 — then® will be a so-called bar recursive func-
tional in the sense of C. Spectar ([96], seel [66] for a modern treatment).

In order to apply theorefn 2.8 to actual proofs in analysis one first has to verify that
the theorem to be proved (and to a certain extent its f@oé can be formalized

5Proofs of universal lemmas and even of lemmas of the foudv < tuvw Fqf for functionals
u, v, w of moderate types can be disregarded as such lemmas can be treated simply as axioms, see
the remarks in the introduction arid [53] 56].



in a suitable formal system which requires a representation of the various analytic
objects involved. After that formalization one has to check whether the statement
has or can be transformed into (using, if necessary, an appropriate enrichment of
data) the required logical form. The process is much simplified using the follow-
ing kind of ‘macro’: using the standard (or ‘Cauchy’-) representation of Polish
spaces? and compact metric spac&smentioned already above one can reduce
quantification oveP (resp. oveK) to quantification’x* resp. {y <1 M) without
introducing new quantifiers. So it fices to formalize the proof up to quantifi-
cation over such spaces (provided they are representable in the formal system at
hand). This yields the following applied form of theorgm|2.8:

Theorem 2.10 (Kohlenbach([54, 56]).

From a7 “-proof of Yx € PVy € KIZN Ay(x, Y, 2)
monotone functional interpretation extracts a closed térmof 7 such that
T« rVxePVYye KIz< o(fy) A5(X, Y, 2),

where® depends on a given representativesfNN of x € P but is independent

of y € K. Here A is a purely existential formula as above (when expressed in
terms of the representation of ) that is (provably in7) extensional in xy
with respect to=y, =v [§

For the special Polish spaces N and' No representation is necessary sifice
contains quantification over these spaces as a primitive concept. Let us illustrate
the use of theorefn 2.]L0 by two extremely simple examples:

(B)PA” FV¥xe RAne N(n > x)

and
(4)PA” FV¥xe (0,1][dne N(1 < n- x).

Clearly, R has a standard representation as Polish space via the Cauchy com-
pletion of Q i.e. real numbers are represented as Cauchy sequences of rational
numbers with fixed rate of convergence (saj)2and> (expressed on such rep-
resentatives) is irt?. Hence theorerp 2.10 applies and there exists a primitive
recursive functional which computes given a representatpeof x a number

n € N satisfying (3) E.g. we may take(r,) := [ro] + 1.

In (4) there does not exist any subrecursive sifchhich — given a representative

(rn) of a strictly positive real numbetr— would produce an satisfying (4) This
corresponds to the fact that one cannot tieat (0, 1] as a primitive notion (since

(O, 1] is not complete) but only

¥xe R(Ame N(x> 1/(m+ 1)) - dne N(1 < n- X)),

5This extensionality is not needed for the extractiondobut only to justify thatA; indeed
speaks about € P andy € K rather tharx,y e NN,



ie.
¥xe RYme NIdne N(x>1/(m+1) - 1<n-Xx),

where now X > 1/(m+ 1) —» 1 > n- x)' is (equivalent to) ax9-formula and
‘Yx € RYn € N’ canbe treated as primitive quantifiers. Indeed,rif) plus mas
input the solution is trivial\¥((r,), m) := m+ 2. Alternatively, one can rewrite (4)
using the Polish space,[®) as

PA” F ¥Xx € [1,00)An e N(1 < n-(1/X)).

We then can tak&(r,) := ®(r,) with ® from the first example (note thay s

is primitive recursively definable on [#0) but not on (Q) in the Cauchy rep-
resentationr(,)). This example a-fortiori shows that if the compactnes&ab
weakened to total boundedness than one does not have in general uniform bounds
anymore (independent from € K). This also is the case KK is only Polish

and bounded (but not totally bounded): Consider the closed unitBoallthe
spaceC|0, 1] of all continuous functiong : [0, 1] —» R w.r.t. the uniform norm

[Ifll :=sup|f(X)] : x € [0, 1]} (note that w.r.t. the metric induced by|.., C[0, 1]

is a Polish space arBla bounded Polish space). Then

PA“ + Vf € Bdn € N(nis code of some € Q[x] with ||f — pll.. < 1/2).

Clearly, there is no uniform bound oAr’ (i.e. a bound independent df € B)

as the sequenci(x) := sin(nX) € B shows. However, given a representative of
f (in the sense of the standard representation of the Polish §pact)) one can
easily compute a suitabte

At first sight, these results essentially seem to show that the requiremetsesn

ing complete and totally bounded are necessary to be guaranteed the extractability
of bounds® that do not depend on parametgrsom K. However, these coun-
terexamples only show that this can be the case for concrete siiatesking

at the example concerning c CJO0, 1] above one realizes that it is the (prov-
able) separability o€[0, 1] that was crucially used (likewise it was the provable
incompleteness of (Q] that was used in the first counterexample). In fact, to
have aB-uniform bound on the very property of separability is nothing else but
requiring B to be totally bounded. This opens up the possibility to extract uni-
form bounds from proofs that do not use the separabiliti{ ddut rather treak

as an abstract metric space ). Since the only direct way to talk about met-
ric spaces in systems likE“ is via their standard representation which is based
on separability, one then has to extend by an abstract spac&(d) as a kind

of atom resulting in a new systefh“[X, d]. This is done by introducing a new
ground typeX (for objects inX) and all finite types over N an¥ together with a
constanty plus axioms expressing thdg is a pseudo-metric. Equality=x y is



defined aglx(x,y) =r Or, Where the real numbers still are represented as type-1
objects and-p is the equivalence relation on those corresponding to equality in R
Higher type equality is defined extensionally. Whereas in the previous cases the
issue of extensionality was not important due to the availability of an elimination-
of-extensionality procedure (note that functional interpretation is not sound for
full extensionality in higher types) it now becomes crucial that we only include a
weak quantifier-freeule of extensionality which allows one to infefs] =, r[t]

only onces =, t has been established. Fortunately, for most applications in fixed
point theory and ergodic theory this does not cause any problems since the exten-
sionality of functionsf : X — X usually follows from thef-properties assumed
such asf being nonexpansive. In [63] such systems were introduced and very
general metatheorems on the extractability of bounds that are independent from
parameterx € X and evenf : X — X were obtained under the only assumption
that (X, d) was bounded. In [31] this is further refined and it is shown that the
global boundedness assumption &hd) can be replaced by local bounds. This
was achieved by a new majorizability relatiah >° x that is parametrized by
some reference poirte X. For a finite typep over N, X, the majoran* always

has a finite type over just N resulting from replacingithe typeX by N. For the
ground typeX, the relation is defined as follows

X' 2% X=X >R dx(a X),
wherex has typeX while x* has the type NForp := X — X the relation is
defined between objects of type 1= (N — N) and f of type X — X as follows

* L a
f ZX—>X

¢ Yne N(f*(n+1) > f*(n)A
T Vxt e NVxe X(x* =g dx(a, x) = f*(x*) =g dx(a f(X))).

Our approach extractdfective bounds in terms of such majoramtse N, f* :
N — N etc. rather thanx € X, f : X —» X and does not presuppose at all that
(X, d) comes together with some notion dfextivity on X.

In [63,/31] not only metric spaceX(d) but also other classes of structures such as
hyperbolic spaces, CAT(0)-spaces, normed spaces, uniformly convex spaces and
inner product spaces are treated. Further examples (R-t-wperbolic spaces

and uniformly convex hyperbolic spaces) are discussed in [82]. Since hyperbolic
spaces play an important role in section 6 below we give the definition

Definition 2.11 ([63,/34| 92]).(X, d, W) is called a hyperbolic space (X, d) is a
metric space and WX x X x [0, 1] — X a function satisfying

() Yxy,ze XVA € [0,1](d(z W(x,y, 1)) < (1 - 2)d(z X) + 2d(z Y)),
(") VX, ye XV/lla /12 € [0’ 1](d(W(X’ Y, /ll)’ W(Xa Y, /12)) = |/ll - /12| ’ d(X, y))7



(i) VX, y e XVA € [0, 1](W(x,y, 1) = W(y, x, 1 - 1)),

. ¥x,y,Zzwe X, 1€][0,1]
™) { (AW, 2., Wy, w, ) < (1 - )d(x,y) + 1d(z W)

Definition 2.12. Let (X, d, W) be a hyperbolic space. The set
sedxy) :={W(x,y,1) : 1€ [0,1]}

is called the metric segment with endpoing.x
We usually writg1 — 2)x & Ay for W(x, y, 1).

Remark 2.13. Every convex subset C of a normed linear space is a hyperbolic
space with W, y, 1) ;= (1 - )X + Ay.

In the case of theorems 2.8 gnd 2.10 it is mainly the concrete numerical informa-
tion obtained from specific extracted bounblof (in most cases) relatively low
complexity which is of interest (see sectign 5 below) as the existence of a com-
putable uniform bound follows (in the case wheredajuantifiers inAy have type

N) by unbounded search and the fact that computable functionféls BN — N

have computable moduli of uniform continuity, : NN — N for ®(x,-) re-
stricted toy € 2N) so that alsody(X) := max®(x,y) : y € 2N} (and even

Dy (X) := maxd(x,y) : y <1 sX) is computable as well. In the case of noncom-
pact spaces, however, even the existence of a uniform bound at all is of interest.
We, therefore, use in the following the strongest syst&thextended by an ab-
stract hyperbolic space resulting #t”[ X, d, W]_y, where -b’ indicates that we

do not assumeX, d) to be bounded.

Rather than formulating here one of the general metatheorems|from [31] we con-
fine ourselves to some special case which, however, is typical for the kind of
results used in obtaining the bounds in sectjdns § and 7 below.

Definition 2.14. Let (X, d) be a metric space. A mapping:fX — X is called
nonexpansive (short:.a) if

¥x,y € X(d(f(x), f(y)) < d(x.y)).

Theorem 2.15 (Gerhardy - Kohlenbach([31]).Let A; be an3-formula and PK
Polish resp. compact metric spaces in standard representatioA‘bgefinable
terms.

If A“[X, d, W]_p, proves a sentence

Vx € PYy € KVZ5, Z%, £*%(f nonexpansives VN A,)



then one can extract a (bar recursively) computable functidqal, b) s.t. for all
x € P, g € NN representative of x, B N

Yye KVzze XVYf: X - X(fn.e.Ad(z f(2),d(z2) < b— Iv< gy b) A7)
holds inany nonempty hyperbolic spa¢, d, W).

The most crucial thing about theorém .15 is that the baiddpends onX, d, W),
f,zandZonly via an upper bound > d(z 2), d(z f(2)). In particular, if (X, d) is
b-bounded one obtains a bound that is fully independent ffon¥ (this was al-
ready proved in Kohlenbach [63]).

Theorenj 2.15 also holds for normed spaces (as well as subclasses of those such as
Hilbert spaces) if we additionally require tHat- ||Z| (due to the fact that we now

have to take the reference poantn our majorization relation as the zero vector

Oy in this case). This is unavoidable as e.g. the following trivial example

vz, ZayN (y > |12 + 1121)
shows.

Remark 2.16. For systems based d?PA“+QF-AC+WKL etc. instead ofA” we
obtain bounds of the respective limited complexity classes discussed above.

3 Applications of proof mining in number theory

A famous theorem of K.F. Roth says

Theorem 3.1 (Roth [93]). An algebraic irrational numbe# has only finitely
many exceptionally good rational approximations, i.e. da¢ O there are only
finitely manyq € N such that

RO :=q>1A3peZ:(pg)=1Ala—-pql<qg?e

Weaker results (with smaller exponents) had been obtained before by Dirichlet
1842, Liouville 1844, Thue 1909, Siegel 1921, Schneider 1936 and Dyson and
Gelfond 1947 (see [84, 85]).

In 1983, Esnault and Viehweg found a new proof of Roth’s theorem. Both proofs
are indgfective and prima facie give no bounds neither on the size nor on the num-
ber ofg's. Nevertheless, Davenport and Roth obtained an exponential bound on
the number ofy's analyzing Roth’s proof.

In 1985 Luckhardt (seé [84]) applied a systematic logical analysis (based on Her-
brand’s theorem in the formL] discussed in sectidr] 2 and using prior work of



Kreisel [77]) to both proofs of Roth’s theorems, obtaining from Roth’s proof a
bound which roughly is the fourth root of the bound found by Davenport and
Roth and from the proof due to Esnault and Viehweg the first polynomial bound
on the number of's, more precisely:

Theorem 3.2 (Luckhardt [84]). The following upper bound on{4 : R(q)} holds:
#q: R} < gs‘l logN, + 6-10°¢°log® d - log(50 2 logd),

whereN, < max(21log &(a),2log(1+ |e|)) andh is the logarithmic absolute
homogeneous height.

Independently, Bombieri and van der Poorten obtained in 1988 [10] a roughly
similar bound using a more ad hoc strategy of proof.

4  Applications of proof mining in algebra

Artin’s solution of Hilbert’'s 17th problem can be formulated as follows (see e.g.
[85]):

Let k be an ordered field and I&be a real-closed order extensionlofIf f €
K[Xs, ..., X,] of degreed is positive semi-definite ove®, thenf can be represented
as a non-negative weighted sum of squares of the form

A
f(xl,...,xn):Zpi-gi(xl,...,xn)z,

i=1

wherep; € k, pi > 0 andg; € k(Xq, ..., Xn).

Artin’s proof can be formalized in weak formal systems based on the weak Konig’s
lemma WKL (which are conservative over Primitive Recursive Arithmetic PRA
as can be shown e.g. by monotone functional interpretation| see [53, 57]). This
was already observed by Kreisel in the late 50's who concluded from this the ex-
istence of primitive recursive bounds (mnd) for 2 and the degrees of the rational
functions involved. If one carries this out one obtains an exponential tower whose
height is given by the number of variables. Later L. Henkin showed thapithe
and the cofficients of theg; can be piecewise-rationally constructed from the co-
efficients of f. Kreisel asked whether such a case distinction is necessary and
whether there would exist a continuous solution. These questions where settled
completely by Delzell in a series of paperis ([22] 23,24, 25], lsee [26] for a thor-
ough discussion of the role of proof theory played in these developments). The
details are too technical to be stated here.

Another type of applications of proof theory is presented by recent work of T.



Coquand and H. Lombardi (see elg.|[19,/20, 21]). Here the use of ideal (so-called
strict I13-) statements (on objects such as prime ideals or maximal ideals) in ab-
stract algebra s replaced by elementf{@ Eyntactical ones which cafffectively

be witnessef]. This efective reduction of stricil}-formulas to£9-formulas again

can be viewed as a WKL-elimination mentioned in the introduction (WKL in this
work shows up indirectly via the completeness theorem for propositional logic).

Among other things this has led to a new non-Noetherian version of Serre’s splitting-
off theorem (1958) and the Forster-Swan theorem (1964-67) improving results of
Heitmann from 1984.

5 Application of proof mining in approximation
theory

An important classical theorem in best approximation theory is the following:

Theorem 5.1 (Jackson[[46]).Let f € C[0, 1] andn € N. There exists a unique
polynomialpy, € P, of degree< nthat approximates$ best in thel;-norm, i.e.

If — polle = Inf IIf — pll =: dist(f, Py).

Here||f|l; ;= fol|f(x)|dx

Both the (easy) existence as well as théf{clilt) uniqueness part are proved inef-
fectively involving noncomputable real numbers in the form of — logically speak-
ing — WKL. Applying the extraction algorithm provided by the proof of theorem
[2.10, the following result was extracted from anotheffieetive uniqueness proof
due to E.W. Cheney [18]:

Theorem 5.2 (Kohlenbach-Oliva [73]). Let

Che  Cne  ,Cne

O(w, N, €)= Mn{————, —wy(—)},
where
Cn = giinegyrr and wn(e) = min{w(§), W)“f%ﬂ}'

A is strict Hi if is has the formv X3y Aq4¢, whereX andy are set resp. number variables and
Aqs is quantifier-free. Alternatively, one can uses quantitication o¥esffnctions instead aX.



Then®(w, n, €) is an dfective rate of strong unicity for the bdst-approximation
of any functionf in C[0, 1] having modulus of uniform continuity from P,, i.e.
forallnandf € CJ[O, 1]

2
Vp1, P € Poje € Q2 (/\ (If = pilly < dist(f, Py) + ®(w,n,8)) = lIpy — pally < &),
i=1

wherew is a modulus of uniform continuity of the functidn i.e.
Ve e QYX Yy e [0,1](IXx -yl < w(e) = [f(X) — (V)| < &).
Note that® only depends ori only via the modulusw.

What makesb a rate of ‘strong unicity’ in the sense of numerical analysis is that
it does not depend at all gn, p, € P,. This can be explained in terms of theorem
[2.10 as it is easy to see that itfBoes to construct such a rate on the compact
subseK, := {p € Py : |Ipll2 < 2||f|l1} since such a rate can be extended to whole
P, (seel[54] 73, 66]). Strong unicity plays a vast role in approximation theory. In
particular, any rate of strong unicity provides a modulus of pointwise continuity
(‘stability’) of the corresponding projection operator that maps a function to its
unique best approximation. The fact tidatioes not depend ohas such but only
onw is also guaranteed a priori based on thedrem| 2.10[(see [73]).

Remark 5.3. The fact that the bound depends©romes from the representation
of C[0, 1] as Polish space w.r.{}-||. (C[O, 1],]|-|l) is easily seen to be incomplete
and hence not a Polish space!

Although the uniqueness of the bdstapproximation was known since 1921,
only in 1975 Bjornestal 9] proved the existence of a rate of strong unikity
having the formcs, € wn(Csn€), for some constant;, depending onf andn.
Bjornestal’s proof is inffective and does not descrilog, explicitly. In 1978,
Kro6 [80] improved Bjornestal’s results by showing that a constgpt depend-

ing only on the modulus of uniform continuity df and n exists. Again, the
constant is not presented. Kro6 also showed that-tiependency established by
Bjornestal is optimal. Since the above rate also has this optimal dependency, theo-
rem[5.2 is an explicit@ective version of Krod's result (see the detailed discussion
in [66]). This dfective rate of strong unicity allows one for the first time to give a
subrecursive algorithm for the computation of the best approximation for general
f € C[O, 1]. The complexity of that procedure is analyzed.in [89].

Effective bounds on strong unicity for best ChebyElaproximation were ex-
tracted in[[54, 55] improving earlier results of D. Bridges and K.-I. Ko.



6 Application of proof mining in metric fixed point
theory

A substantial part of metric fixed point theory studies the fixed point (and approx-
imate fixed point) property of nonexpansive selfmappifgsC — C of convex
subsets of normed space§ (- ||) or — more generally — hyperbolic spaces (which
includes the class of CAT(0)-spaces), see €.gl [50] and — for fixed point theory
in the context of CAT(0)-spaces ~ [48,149]. Whereas the fixed point theory of
contractions, i.e. of mappings: X — X satisfying

vxy e X(d(f(x), f(y)) <c-d(xy)

for somec € (0, 1), essentially is trivial and fully #ective due to the Banach fixed
point theory, this is radically dlierent for the more general class of nonexpansive
mappings. Here in general neither do fixed points exist nor are they necessarily
unique in cases where they do exist. Moreover, even in the case of a unique
fixed point, the trivial iterationf"(x) might not converge to the fixed point as the
examplef : [0,1] — [0,1], f(X) := 1 - x shows: f"(x) converges to the unique
fixed point /2 iff x = 1/2. As a result of these fliculties, the fixed point theory

of nonexpansive mappings is one of the most active research areas in nonlinear
analysis. However, the fixed point theory of such mappings still has a certain
computational flavor as one can define oth@edive iteration schemata which
under general conditions converge towards a fixed point or - at least - provide
approximate fixed point sequences.

The most common schema is the so-called Krasnoselski-Mann iteration which for
a given sequencely) in [0, 1] and starting poinky € C is defined as follows (for

the general case of hyperbolic spaces)

Xn+]_ = (1 - /ln)Xn @ /lnf(Xn).

In the following theorems we assume (followirig [45]) thai)(.n Satisfies the
following conditions:

e (1) is divergent in sum,
e dK e NVke N(A €[0,1- £]).

Theorem 6.1 (Ishikawa [45]).
Under the assumptions above the following holds:

(Xn)nen bounded — ||x, — f(X,)I| " 0.



The theorem has been extended to hyperbolic spacéslin [34]. Both proofs are
prima facie inéfective and do not provide any rate of convergence.

Another important result is the Borwein-Reich-Shafrir theorem

Theorem 6.2 (Borwein-Reich-Shafrir [11]). Let(X, d, W) be a hyperbolic space,
f : X -» X nonexpansive and,,) as above. Then

d(xa, F(X)) = r(F) := inf{d(y, f(y)) : y € X).

Note that in the Borwein-Reich-Shafrir theorem)(is not assumed to be bounded.
The Ishikawa-Gobel-Kirk theorem combined with the Borwein-Reich-Shafrir the-
orem implies that

d(%m, F(X)) "= O

if there exists arx® such that the Krasnoselski-Mann iteration starting frem

is bounded. In[[70] (and — for the normed case —{in [61]) a logical analysis of
the indfective proof of the Borwein-Reich-Shafrir theorem based on the extrac-
tion algorithm from the proof of theorem 2]15 has been carried out resulting in a
quantitative version of the latter guaranteed a priori by thegrenj 2.15. Combined
with the (mere truth of the) Ishikawa-Goebel-Kirk theorem the following bound
on this convergence is extracted (sindéx(, f(X)))n is nonincreasing the conver-
gence towards 0 can be written aB&statement so that theor.15 applies):

Theorem 6.3 (Kohlenbach-Leustean [70])Let (X, d, W) be a hyperbolic space
andf : X —» X be a nonexpansive mapping,fhn, @ andK be such thatr :
N x N — N be such thatl, € [0,1 - %] and

i+a(i,n)-1

vine N(e(,m <a(i+Ln)A(ns > a)).

=i
Letb > 0, x, X* € X be such that
d(x, X)) < bAVYn,me N(d(x;, x;) < b).
Then the following holds
Ve > 0Vn > h(e, b, K, @)(d(Xn, f(X,)) < &),

where

h(e, b, K, @) := @([10b - exp (M + 1))] — 1, M)), with
M € N such thatM > 1+T4b anda(0, n) := a(0,n), a(i + 1,n) := a(a(i, n), n) with
a(i,n):=i+a(,n) (i,neN).



Note that the rate of convergence dependx,0n X only viab and on g,) only
via a, K. In [70], many more results of this type are proved.

Since our notion of hyperbolic space, in particular, contains all CAT(0)-spaces,
the result applies to these spaces as well.

For the special case of (convex subsets of) normed spaces the result was proved
already in [[61] and([62]. For the general logical background seel[63, 74]. In
[63,/31] it is shown that the quantitative version of such a kind is guaranteed by a
general logical metatheorem whose proof provides an algorithm for the extraction
of the bound in this and many other contexts.

The resultimplies, in particular, that for boundéthe convergence(x,, f(x,)) —

0 is uniform inx and f (ineffectively this is due ta [34]).

Since ) is assumed to be bounded, a natural question to be addressed by proof
mining is to analyze how much of this boundedness actually is needed. As a con-
sequence of the fact that the above result is based on the logical analysis of the
Borwein-Reich-Shafrir theorem (which does not involved any boundedness as-
sumption) and uses only the truth of the Ishikawa-Goebel-Kirk theorem (rather
than its proof), this question is not answered by these results but requires a direct
logical analysis of the Ishikawa-Goebel-Kirk theorem which or.= x) gives

the following answer:

Theorem 6.4 (Kohlenbach[[66]).Let (X, d, W) be a nonempty hyperbolic space,
f : X > X a nonexpansive mappin@), K, @ as in theorer@S ¥ X and(x,)
the Krasnoselski-Mann iteration of f starting from x ame 0so that dx, f(X)) <
b. Then for every, b > 0the following holds (abbreviating'te, b, b, K, @) by h):

Vi < h'Vj < a(h®, M) (d(%, %)) < b) = VYN > h* (d(X,, (X)) < &),

where
b- exp( (3b+b + 1))

€

h*(e, b, b, K, @) := a( -1, M

with @ as before.

For the case of sequencag)in [a, b] with 0 < a < b < 1 we obtain from theorem

[6.4 the following qualitative improvement of the Ishikawa-Goebel-Kirk theorem
concerning the requirement of,) being bounded (which for the case of constant
An := A4 € (0,1) and convex subsets of normed spaces was first observed in [2]
(theorem 2.1)):

Corollary 6.5 (Kohlenbach [66]). Let (X, d, W) be a hyperbolic space and f
X — X nonexpansive. For 8 X and(4,) in [a,b], where0 < a < b < 1, let (X,)
be the corresponding Krasnoselski-Mann iteration of f starting frotex

c(n) := maxd(x, x;) : j < nj.



Then
Iim@eo

n—-oo N
implies that
lim d(xn, f(xn)) = 0.
n—oo

The proof of this corollary is based on the fact thatoe N, K > 2 satisfying
Ay € [£,1- L] for all n € N one can take(i, M) := K - M.

Remark 6.6. The previous result shows thapg, f(x,)) — O provided(x,) grows
with a lower than linear (in n) rate. This is optimal in the sense that linear growth
does not sfice as follows from the following simple example:XR, f(x) :=
x+landA = % For the starting point ¥ := 0 we have for the Krasnoselski-Mann
iteration (x,) that x, = g but d(x,, f(x,)) = 1foralln e N.

Since the fundamental paper Goebel-Kirk|[33], an extension of the class of non-
expansive functions has been studied extensively in fixed point theory:

Definition 6.7. Let (X,d) be a metric space. A function f X — X is called
asymptotically nonexpansive if for some sequdhkgen [0, co) with lim,_., k, =
0 one has (with ¥ denoting the n-th iteration of f)

d(f"x, fy) < (1 + k,)d(x,y), Yne N,¥x,ye X.

In the case of asymptotically nonexpansive mappings one considers the following
version of the Krasnoselski-Mann iteration:

X0 := X, Xnp1 = (1= An)Xn + A0 FM(Xn).

Definition 6.8 ([35,[82]). A hyperbolic spacé€X, d, W) is uniformly convex if for
any r> 0 and anye € (0, 2] there exist® € (0, 1] such that for all ax,y € X,

d(x,a) <r 1 1

diy,a) <r } = d(éxea Ey,a)s (1 -9o)r. (1)
d(x,y) > er

A mappingy : (0, o) x (0, 2] — (0, 1] providing such & := n(r, &) for given r> 0

ande¢ € (0, 2] is called amodulus of uniform convexity

We say that) is monotoneif it decreases with r (for any fixes).

Examples of uniformly convex hyperbolic spaces (with monotone modulus of uni-
form convexity) are Hilbert spaces as well as CAT(0)-spaces which are the gener-
alization of Hilbert spaces satisfying instead of the parallelogram equality only a
parallelogram inequality (also called Bruhat-Tits inequality; see e.g. [12]).



For Krasnoselski-Mann iterationg,) of asymptotically nonexpansive mappings

f we in general no longer have that(x,, f(x,))), is noninceasing. Hence we
this time have to formulate our quantitative bound in terms of ‘metastability’
rather than thél3-form of convergence. Using an appropriate form of theorem
[2.19 the following result has been obtained (see also Kohlenbach-Lambov [69]
which treats the uniformly convemormed case and the logical discussion pro-
vided there):

Theorem 6.9 (Kohlenbach-Leustean [72])Let (X, d, W) be a uniformly convex
hyperbolic space with a monotone modulus of uniform convextd f: X — X
be asymptotically nonexpansive with sequdikge

Assume that K> 0 is such thatZ ky, < Kandthat Le N,L > 2 is such that
n=0

1 1
— <A, <1-—forallneN.

Let xe X and b> 0 be such that for any > 0 there is pe X with
d(x, p) < bAd(f(p), p) <. (2)
Then for alle € (0,1] and forallg: N — N,
AN < o(K,L,b,n,&,g)¥me [N, N + g(N)] (d(Xm, f(Xm)) < &), (3)

where
O(K,L,b,n,&0) :=h™@©), hn):=gn+1)+n+2,
3(5KD + D + &)

)

M =

, D=ef(b+2),

& e
0= ZFK) '7((1+ KIP+1 =@ vp+ 1))’

F(K) := 2(1+ (1 + K)2(2 + K)).
Moreover, N= h©(0) + 1 for some i< M.

The special casg(n) := 0 yields that forM as defined above
(*) AN < 2M (d(xn, F(Xn)) < €).

In the case of CAT(0)-spaces one obtains a quadratic bountiorg«) (seel[72])

which even for nonexpansive mappings and the special case of Hilbert$psace
expected to be optimal.

For further results obtained by proof mining in the context of fixed point theory
seel[13, 14, 15, 16, 30, 60,162/64] 66,/69,70 71, 72, 83, 81]. Most of these results
(except for[72] partly summarized above) are included in the survey [67].



7 Applications of proof mining in ergodic theory

Ergodic theory has close connections to metric fixed point theory and nonexpan-
sive mappingg again play an important role. In particular, one studies the asymp-
totic behavior of the averaging operator defined by

n-1
An(X) := %Sn(x), whereS,(x) := Z f1(x).
0

The context, typically, is that of Hilbert spaces (or, more generally, uniformly
convex Banach spaces).
A classical result is the following

Theorem 7.1 (von Neumann mean ergodic theorem)et X be a Hilbert space
and f : X —» X a nonexpansive linear operator. Then for any poirntg X the
sequencéA, (X)), defined above converges (in the Hilbert space norm).

In [1], a detailed unwinding of a standard (itective) proof of this theorem is
given. Since, as the authors show, there is (in general) no computable bound on the
convergence itself, one again has (in order to obtain computational information)
to move to the no-counterexample version (i.e. metastability in the sense of Tao)
of this result:

¥g: N — NVe>0V¥xe XanVi, j € [nn+gn)] (AKX — Al < &).

From the general logical metatheorem proved_ in [31] and discussed in gection 2
above (see theorgm 2]15) it can be inferred (after some preprocessing of the proof)
that one can extract a computable bodr(d, £, g) on dn that only depends on a
norm upper bound > ||x||, e andg (note that sincd is linear and nonexpansive,

one hag|f(x)|| < [IX]| so that]| f(x) — X|| < 2||x]]).

In [1] the following bound® is extracted:

Theorem 7.2 (Avigad-Gerhardy-Towsner [1]). Let X and f be as in theorem
[71. Then

Vg:N = NVe>0Vxe Xan<dVi, je[nn+gn)] (AKX - AXI < &),

where® = h®(0) with p := T27, k := 2%2, h(n) := n+ 223*F((n + 1)§(2np)p?)
andg(n) :=maxi+g(i) : i <n}.

An area closely related to ergodic theory is ‘topological dynamics’. For an early
use of proof mining in connection with Furstenberg and Weiss’ proof (based on
topological dynamics) of van der Waerden’s theorem isee [32].



8 Applications of proof mining in computer science

In the previous section we have shown show interesting new computational infor-
mation can be extracted using proof theoretic tools even from prima facie highly
ineffective proofs in dterent areas of mathematics. This extraction of compu-
tational information in itself is an application of proof mining that it relevant to
computer science as it opens up a general logic-based approach toward computa-
tional mathematics.

In this section we mention briefly some more specific uses of proof mining to
proofsinside of theoretical computer science and logic as well experiments with
machine-extractions of algorithms from (simple) proofs.

A normalization algorithm for typed-terms (and various extensions thereof) that
has received quite some attention is the so-called ‘normalization by evaluation’
algorithm first described in Berger-Schwichtenbérg [6] (though it has some roots
in early work of Martin-Lof as well). While this algorithm was first found without
the use of proof mining it was shown by U. Bergerlin [4] that it in fact coincides
with the algorithm extractable from the standard Tait-Troelstra strong normaliza-
tion proof using Kreisel's so-called modified realizability (which can be viewed
as a simplified form of functional interpretation thatfstes here since the nor-
malization proof can be carried out with constructive logic; see [66] for a detailed
discussion of modified realizability and its relation to functional interpretation).
Whereas the extraction in/[4] was done by hand, more recently, a machine ex-
traction of this algorithm has been carried outlih [5] thereby comparifigrdnt
tools: MinLog, Coq and Isabel/ldOL.

Normalization by evaluation can be viewed as a kind of reduction-free algorithm
(based on a logical relation used to define the computability predicate).

In [52] we gave a reduction-free proof (based on monotone functional interpreta-
tion) for the fact that primitive recursive functionals in the sense of Gddel of type
N" — NN are uniformly continuous off : f <; g} with a primitive recursive (in

g) modulus of uniform continuity. Recently, M.-D. Hernest used his implementa-
tion ([38]) of (an optimized so-called ‘light’ version [37] of) monotone functional
interpretation to machine-extract such moduli for concrete functionals with essen-
tially optimal results (see [40]).

Various experiments with machine extractions of algorithms from (though rather
simple) proofs in elementary arithmetic, combinatorics and algebra have been
carried out e.g. in Berger-Schwichtenberg [7] (using a combination of modified
realizability and a so-called refined Friediaragalin-translation) which, in par-
ticular, treats Dickson’s lemma and in Hernést [39] (using ‘light’ functional inter-
pretation). An approach based on functional interpretation of Dickson’s lemma



and the Hilbert Basis Theorem, carried out (on paper) by A. Hertz [42], provides
particularly good results in terms of complexity theory. From a practical point of
view the algorithm extracted in Ralli [91] (based on methods related to Kriv-
ine [79]) seems to be quitdfient in test cases. In [94], Schwichtenberg uses
functional interpretation to extract an algorithm close to Euclid’s from an almost
trivial proof.

An interesting use of the Shoenfield variant of functional interpretation for the ex-
traction of a new cut-elimination algorithm from the ffextive semantical proof

of cut-elimination was recently given by G. Minfs [87]. Conservation results of
appropriate forms of weak Konig's lemma over systems of feasible analysis have
been proved in Ferreira-Oliva [29] using their bounded functional interpretation

([28]).
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